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ABSTRACT
A new MRF parameter estimation method is proposed, based on the Population Monte Carlo algorithm. This method is used to estimate MRF parameters which correspond to the Bidirectional Reflectance Distribution Function of a material surface given its reconstructed surface geometry, camera matrices and lighting data. The posterior distributions on the MRF/BRDF parameters are then used as features for material classification.
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1 Introduction
This paper proposes a new method for doing MRF parameter estimation on a lattice of random variables which encode the surface geometry of a stereo reconstructed surface. This method for parameter estimation was inspired by [16], where a MCMC approach is used to approximate the posterior distribution on a MRF parameter set, after which the parameters are used to classify the image by texture. We proceed to describe the Ward model, then the anisotropic Ward model function may be calculated using

\[ \rho_{bd,i}(\theta_i, \phi_i; r_i, r_r) = \rho_d \frac{\exp\left(-\frac{\tan^2 \delta}{\alpha^2}\right)}{4\pi \alpha^2 \cos \theta_i \cos \theta_r}, \]

(1)

where \( \rho_d \) is the diffuse reflectance, \( \rho_s \) is the specular reflectance, \( \alpha \) is the standard deviation of the surface slope, and \( \delta \) is the angle between the half vector \( \mathbf{h} \) and the surface normal \( \mathbf{n} \). The model is clearly symmetrical, and the normalizing term ensures the correct energy balance. The isotropic model may be extended to the anisotropic one if it is assumed that the surface has different (uncorrelated) roughnesses in perpendicular directions along the surface. These roughnesses are denoted by \( \alpha_u \) and \( \alpha_v \). The Ward model function may be calculated using

\[ \rho_{bd}(\theta_i, \phi_i; r_i, r_r) = \rho_d + \rho_s \frac{\exp\left(-2 \frac{\mathbf{h} \cdot \mathbf{u}}{\alpha_u} + \frac{\mathbf{h} \cdot \mathbf{v}}{\alpha_v}\right)}{1 + \mathbf{h} \cdot \mathbf{n}}. \]

(2)

where

\[ \mathbf{h} \cdot \mathbf{u} = \frac{\sin \theta_i \cos \theta_r + \sin \theta_i \cos \theta_i}{\| \mathbf{h} \|}, \]

(3)

\[ \mathbf{h} \cdot \mathbf{v} = \frac{\sin \theta_i \sin \theta_r + \sin \theta_i \sin \theta_i}{\| \mathbf{h} \|} \]

(4)

and

\[ \mathbf{h} \cdot \mathbf{n} = \frac{\cos \theta_r + \cos \theta_i}{\| \mathbf{h} \|}, \]

(5)

with

\[ \| \mathbf{h} \| = \sqrt{\left[2 + 2 \sin \theta_r \sin \left(\cos \phi_r \cos \phi_i + \sin \phi_r \sin \phi_i\right) + 2 \cos \theta_r \cos \theta_i\right]^2}. \]

(6)

The following substitutions are used for vector calculations:

\[ \mathbf{k}_1 = \mathbf{h} - \mathbf{k}_2, \quad \mathbf{h} = \frac{\mathbf{k}}{\| \mathbf{k} \|}. \]

(7)

\[ \cos(\theta_r) = \mathbf{k}_1 \cdot \mathbf{n}, \quad \cos(\theta_i) = \mathbf{k}_2 \cdot \mathbf{n}. \]

(8)

In the above equations \( \mathbf{k}_2 \) is the reflected ray direction (away from the surface), \( \mathbf{k}_1 \) is the incident ray direction...
(away from the surface), \( u \) is a unit vector in the surface plane, and \( v \) is a unit vector in the surface plane, perpendicular to \( u \). It is noted in [17] that there is some spectral dependence between \( \rho_d \) and \( \rho_s \), and that the normalization factor \( \frac{1}{4\pi\sigma^2} \) loses some accuracy when \( \alpha > 0.2 \).

3 Markov random field framework for BRDF parameter estimation

This section outlines the Markov random field (MRF) framework which is used to estimate reflectance parameters of stereo reconstructed surfaces. It may seem unnatural to estimate parametric probabilistic BRDF models using MRF parameter estimation, but it can be justified by noting that since (uninterpolated) a disparity map always consists of a set of discrete random variables which have uncertainties associated with them, any stereo based 3D reconstruction of a surface is in fact the realization of a discrete 2D Markov Random Field, where the labels on the image points correspond to the projected depths of those points into the scene. This idea was stimulated by the previous research of [11] and [10], where the shape from shading problem are cast into a MRF framework. This led us to hypothesize that the same reflectance parameters of the surface can be estimated using the same MRF framework, by treating a probabilistic surface reconstruction as a posterior distribution on a MRF. We now describe this MRF formulation.

Figure 1. This diagram illustrates the energy terms (square nodes) on the triplets of random variables representing the labels on corner vertex nodes (round nodes labeled \( x_i \)) as well as the corresponding dependence of the corner vertex node labels \( x_i \) on the range data for each corner vertex node contained in \( z_i \). The round nodes labeled \( z_i \) are visible nodes giving range or depth data.

The plane generated by the triplet of corner vertex nodes for each clique forms an angle with the incident light, giving a reflectance value for the pixel, or for the image region which corresponds to that triangle on the surface. The expected image intensity value, as perceived by the camera depends on the reflectance function used. This is shown in Fig. 3, where the assumption is made that the corner vertex node labels correspond to discrete distances measured perpendicularly from the image plane.

Next a Markov random field (MRF) is defined on this set (lattice) of corner vertex nodes \( X \), given the image data \( Y \) and explicit range data \( Z \) (which may come from a source such as a laser scanner or sparse surface reconstruction). This MRF is used to derive a probability for the depth or range of the surface at the location of the surface corresponding to a particular corner vertex node:

\[
p(X|Y, Z, \theta) \propto \prod_{i,j,k} \exp(-\psi_{ijk}(x_i, x_j, x_k, y_{ijk}, \theta)) \prod_i \exp(-\psi_i(x_i, z_i))
\]

(9)

The energy of a particular set of corner vertex nodes \((i, j, k)\) in a clique taking on a particular set of labels \((x_i, x_j, x_k)\) is taken to be

\[
\psi_{ijk}(x_i, x_j, x_k, y_{ijk}, \theta) = \frac{|y_{ijk} - \text{BRDF}(i, j, k, x_i, x_j, x_k, \bar{L}, \bar{P}, \theta)|}{\sigma_b}
\]

(10)

where the BRDF parameters are contained in \( \theta \), and \( y_{ijk} \) is the pixel intensity (on a gray scale from 0 to 1) of the image region contained by the three vertex nodes (usually one pixel), and \( x_i, x_j, x_k \) are the labels of corner vertex nodes \( i, j, k \). \( \bar{P} \) contains the two camera projection matrices of the two cameras in the stereo rig, and \( \sigma_b \) is a parameter for the variance of the noise on the range data.
Figure 3. A triangular plane is generated by the three points on the surface, each corresponding to a label value for the site of one of the corner vertex nodes surrounding the pixel. The normal to the plane \( \hat{\mathbf{n}} \) and the incident light source direction \( \tilde{L} \) are indicated.

The square region interior to four corner vertex nodes is a pixel which affects the sharpness of the energy function. The potential term \( \psi_i(x_i, z_i) \) encodes probabilistic range data on the label \( x_i \) at node \( i \). An example of a workable potential function for an affine camera is

\[
\psi_i(x_i, z_i) = |z_i - u_i(x_i)| / \sigma_r, \tag{11}
\]

where \( z_i \) is the specified depth or range of the surface at point \( i \), and \( u_i(x_i) \) is the depth or range at surface point \( i \) given the label of the corner vertex node \( x_i \) at that point on the surface. As before, \( \sigma_r \) is a parameter which affects the sharpness of the function. Whether the point is given a value because it lies on a known boundary or because we have range data about the point, it is treated the same way.

The potential energy term \( \psi_i(x_i, z_i) \) in Eqn. 9 can be used to incorporate such a constraint. In addition, the specification of boundary conditions may resolve some of the ambiguities, since there is generally a number of surfaces that generate a particular intensity map under particular lighting conditions [5]. The MRF formulation allows such boundary conditions and range data to take on the form of either hard or soft constraints.

BRDF(\( \cdot \)) is the reflectance model, which returns the expected intensity at the location described by the indices \( i, j, k \), given the light source, the surface and the camera information. The simplifying assumption that the camera is affine gives the following equations for the partial derivatives in the height (with respect to change in position in the horizontal and vertical directions on the image):

\[
p = \partial u / \partial x \quad \text{and} \quad q = \partial u / \partial y, \tag{12}
\]

where \( u \) represents the height of the surface, \( x \) and \( y \) are orthogonal directions on the image plane. Assuming square pixels and an overall scale of one unit per pixel, \( \partial x \) and \( \partial y \) are set to 1, and the calculated elevation difference on opposite sides of a pixel is \( \partial u \). With these assumptions, the surface normal is calculated as

\[
\hat{n} = (-p, -q, 1) / \sqrt{(p^2 + q^2 + 1)}. \tag{13}
\]

If the BRDF under consideration is the simple Lambertian reflectance model, then

\[
\text{BRDF}(i, j, k, x_i, x_j, x_k, \tilde{L}, P, \theta) = |\hat{n} \cdot \tilde{L}|, \tag{14}
\]

where the vector \( \theta \) contains the BRDF parameter set (it is empty in this case, since the Lambertian reflectance model does not have any associated parameters). If the BRDF model follows the Ward model, the parameters would be \( \theta = (\rho_s, \rho_d, \alpha) \).

For a projective camera, the calculation of the local surface normal becomes a task of extracting the 3-D locations of the triangulated points and calculating the normal using the vector cross-product. Thus, if \( Z_i, Z_j, \) and \( Z_k \) are the 3-D locations in world coordinates of surface/image points \( i, j, k \), then

\[
\hat{n} = (Z_j - Z_i) \times (Z_k - Z_i) / \|[Z_j - Z_i] \times (Z_k - Z_i)\|, \tag{15}
\]

where “\( \times \)” indicates the vector cross-product operation (it is also required that the normal points in the direction of the camera). “BRDF” is a function which returns the intensity value given local surface geometry information (the 3-D locations of the surface points corresponding to the three corner vertex nodes of a particular clique). The camera projection matrices \( P_1 \) and \( P_2 \) for the stereo pair are contained in \( P \).

4 MRF parameter estimation using the Pseudolikelihood approximation

The task of parameter estimation, or of the evaluation of the probability of a given labelling with a given set of parameters, requires the evaluation of a function of the form

\[
p(f|\theta) = Z(\theta)^{-1} \exp(-U(f, \theta)) = \frac{\exp(-U(f, \theta))}{\sum_{s \in F} \exp(-U(s, \theta))}, \tag{16}
\]

where \( f \) is the realization of the site labellings, and \( F \) is the configuration space of all possible site labellings. The problem with evaluating this probability is that \( Z(\theta) \), known as the partition function, is combinatorially difficult to calculate. Much effort has gone into developing methods for approximating the partition function, as described in the literature review.

One method for MRF parameter estimation, and for bypassing the need to evaluate the partition function when evaluating probabilities on lattice site labellings, is to use the pseudolikelihood estimate, proposed in [2]. The conditional probability per site on a graph is estimated using only its immediate (Markov) neighbours. This is now expressed
using a potential function $U_A(\cdot)$. Note that the pseudolikelihood equals the true likelihood when all the labels are independent. For a single site $i$ (and neighbourhood) labelling,

$$p(f_i|f_{N_i}, \theta) = \frac{\exp(-U_A(f_i, f_{N_i}, \theta))}{\sum_{f \in \mathcal{L}} \exp(-U_A(f, f_{N_i}, \theta))}, \quad \text{(17)}$$

where $f_i$ is the label on node $i$, $N_i$ is the neighbourhood system on node $i$, $\mathcal{L}$ is the set of possible labels, $\theta$ is the set of MRF parameters, and $S$ is the set of discrete sites on the lattice. The pseudolikelihood for all the labels on the lattice is

$$PL(f|\theta) = \log \prod_{i \in S} p(f_i|f_{N_i}, \theta). \quad \text{(18)}$$

This pseudolikelihood estimate is necessary to approximate

$$p(\theta|f) = p(f|\theta) \frac{p(\theta)}{p(f)}, \quad \text{(19)}$$

If the pseudolikelihood estimate of $p(f|\theta)$ is available, and if we assume uniform priors $p(\theta)$ and $p(f)$, then we can use

$$p(\theta|f) = \exp(PL(f|\theta)), \quad \text{(20)}$$

which immediately allows us to use Monte Carlo type techniques to explore the distribution $p(\theta|f)$, and Maximum Likelihood Estimation (MLE) and gradient descent methods to find its MAP value [9].

To calculate the pseudolikelihood of a BRDF label set given the parameters $\theta$, we define the potential function $U_A(\cdot)$ for node $i$ to be

$$U^j_i(x_i, x_{N_i}, \theta) = \sum_{j \in N_i, k \in N_i, k > j} \psi_{ijk}(x_i, x_j, x_k, y_{ijk}, \theta), \quad \text{(21)}$$

where $j, k \in N_i$ indicates that $j$ and $k$ are indices of nodes neighbouring node $i$, and $\theta$ contains the BRDF parameters ($\rho_d, \rho_s, \alpha$, in the case of the Ward model). The function implicitly uses $\hat{L}$ (the lighting direction) and $\mathbf{P}$ which contains the camera projection matrices. As potential functions with the clique connectivity indicated in Fig. 2 are being used, the potential term $U_A$ involves a summation of four local clique potentials per corner vertex node.

The pseudolikelihood estimate of the parameters $\theta$, given a particular realization of the MRF, is expressed as

$$\hat{\theta}_{PL} = \arg \max_{\theta} PL(f|\theta). \quad \text{(22)}$$

5 The theory of Population Monte Carlo

According to [3], early MCMC literature attempted to dissociate itself from the literature on importance sampling, even though both of these had in common the notion of sampling from a proposal distribution other than the prior distribution while arriving at the correct posterior distribution by using normalization and reweighting. It was only much later that MCMC and importance sampling were combined (e.g. [12], [8]).

In our implementation, there is little difference between partitioned particle filtering (over a single time step) and PMC. In [3], it is shown that the importance functions per sample (as each sample may have its own importance function) may depend in any way on the previous importance functions and sample distributions. This is because the sample set is immediately reweighted to represent a draw from the target distribution, at every iteration. Theoretically, PPF applies the same importance function $g^0$ (with resampling) in the sequence to all of the particles in partition $n$. Suppose we want to construct a target distribution $g(\cdot)$ using a MCMC sampler, where we can specify the probability of a set of samples in terms of the product of the probability of each sample individually:

$$g^n(\theta_1, \ldots, \theta_n) = \prod_{i=1}^n g(\theta_i). \quad \text{(23)}$$

Here the distribution is on the space $\chi^n$, whereas $g(\theta_i)$ is on the space $\chi$. PMC allows one to avoid the problem of calculating the convergence of an MCMC sampler to the correct stationary distribution by using importance sampling to correct at each time step for the bias introduced by the proposal distribution.

To use this, each sample $\theta^t_i$ in the sample set $\theta^t = (\theta^t_1, \ldots, \theta^t_n)$, (each sample has been drawn from $g^t_i$) is reweighted by

$$\pi^t_i = \frac{g(\theta^t_i)}{g^t_i(\theta^t_i)}, \quad i = 1, \ldots, n, \quad \text{(24)}$$

where $g^t_i$ is the proposal distribution for the simulation of $\theta^t_i$. This definition implies that estimators which take the form

$$\hat{3}^t = \frac{1}{n} \sum_{i=1}^n \pi^t_i h(\theta^t_i) \quad \text{(25)}$$

are unbiased estimators of $E_{\pi^t_i h(\theta^t_i)}$ at every iteration $t$, for every integrable function $h(\cdot)$. Assuming that the variances

$$\text{var}(\pi^t_i h(\theta^t_i)) \quad \text{(26)}$$

exist for all $1 \leq i \leq N$, i.e. that the proposals for $g^t_i$ have heavier tails than $g$, then the variance decomposition rule for $\hat{3}$, namely

$$\text{var}(\hat{3}^t) = \frac{1}{N^2} \sum_{i=1}^N \text{var}(\pi^t_i h(\theta^t_i)), \quad \text{(27)}$$

implies that the importance-weighted terms are always uncorrelated.
Since distributions \( \rho \) are often unscaled and unnormalized, one can instead use
\[
\pi_i^t \propto \frac{\phi(\theta_i^t)}{g_i^t(\theta_i^t)}, \quad i = 1, \ldots, N. \tag{28}
\]

The weights, although now normalized, have caused the distributions to lose their unbiasedness and variance decomposition properties, although they still approximate the true distributions.

As noted in [13], instead of updating the weights at each iteration, it improves the representation of target distributions to resample \( N \) values \( y_i^t \) (with replacement) from the sample set \( (\theta_1^t, \ldots, \theta_N^t) \) at each time step \( t \), according to the sample weights \( \pi_i^t \). This ameliorates the degeneracy problem, where irrelevant samples are maintained and do not help in representing the distribution compactly. The new sample set \( (y_1^t, \ldots, y_N^t) \) resulting from this resampling operation is similar to an i.i.d. sample taken from the distribution \( g^\otimes n(\theta_1, \ldots, \theta_N) \).

The essential feature of the PMC sampler is that at iteration \( t \), \( N \) values are simulated from a proposal distribution \( \chi_N \) (\( N \) is the number of samples in the sample set), which converges to the target distribution \( g^\otimes n \), (i.e. to the same desired target distribution). It is also equivalent to parallel Metropolis-Hastings samplers which accept or reject each sample in the \( N \) dimensional sample set, (i.e. a parallel MCMC sampler), which converges to the target distribution \( g^\otimes n \).

The generic PMC method can be described (taken from [4]) as follows:

- \( n=0 \): Initialize sample locations and probability weights:
  1. Generate \( (\theta_i^0)_{1\leq i\leq N} \sim g^0 \)
  2. Compute \( (\pi_i^0)_{1\leq i\leq N} = (p(\theta_i^0)/g(\theta_i^0))_{1\leq i\leq N} \)
  3. Resample sample set \( (\theta_i^0, \pi_i^0)_{1\leq i\leq N} \), choosing sample \( i \) with probability \( \pi_i^0 \).
- For \( n > 0 \)
  1. Conditionally on previous \( \theta_i^j \) and \( \theta_i^{j,n} \) \( (j < n) \), generate independently \( (\theta_i^n)_{1\leq i\leq N} \sim g_i^n \)
  2. Compute \( (\pi_i^n)_{1\leq i\leq N} = (p(\theta_i^n)/g_i^n(\theta_i^n))_{1\leq i\leq N} \)
  3. Resample sample set \( (\theta_i^n, \pi_i^n)_{1\leq i\leq N} \), choosing sample \( i \) with probability \( \pi_i^n \).

6 The softening of a probability density function

It is beneficial to use a sharpening/softening function on the posterior distribution of a random variable if it is represented by a set of samples, especially when applying a set of different cost functions to the particles at different stages. When the resampling of these particles is done, and if one particle has a very high probability, that particle will be sampled repeatedly, resulting in degeneracy. This is especially likely when using probabilities based on multiplying likelihoods over thousands of pixels/nodes. We would rather maintain bad (low probability) samples for a few more resampling iterations, in case they prove to be good samples under some other energy function (a clique potential over other corner vertex node triplets in the image data in our case), or if there are other local maxima close to some of the local minima. To do this we use importance sampling for the same effect as simulated annealing, within the PMC paradigm. The method used to soften our distributions is
\[
\pi_i^{new} \propto (\pi_i^{old})^l, \tag{29}
\]
i.e. for each sample, take the weight of the \( i \)th sample and take it to the \( l \)th power. After all the weights have been adjusted in this way, the weights \( \pi^{new} \) are normalized. Note that with this softening algorithm, values of \( l < 1 \) soften the distribution, while \( l > 1 \) sharpen it. The operation of this algorithm on a pdf \( p(\theta) \) can be written as
\[
p^{new}(\theta) = s(p(\theta)). \tag{30}
\]

7 Overview of process for probabilistic dense stereo reconstruction and MRF parameter estimation

This section outlines the process we used to create a dense probabilistic surface reconstruction, and for doing MRF parameter estimation to estimate BRDF parameters. The process can be divided into the following steps:

1. Capture stereo images \( \mathbf{A} \) of calibration object
2. Capture stereo images \( \mathbf{B} \) of scene under structured lighting (checkerboard pattern)
3. Capture stereo images \( \mathbf{I} \) of scene illuminated by white light
4. Calculate and calibrate projection matrices of cameras \( \mathbf{P} \) in stereo pair using images \( \mathbf{A} \)
5. Rectify images \( \mathbf{B} \) giving images \( \mathbf{I}^R \) using calibrated projection matrices \( \mathbf{P} \) (and point correspondence data for images \( \mathbf{A} \))
6. Do dense stereo correspondence on rectified images \( \mathbf{I}^R \), calculating disparity field \( \mathbf{X} \) and probabilities (beliefs) on this field \( \mathbf{b} \)
7. Use probabilistic dense stereo correspondence data \( \mathbf{X} \) and \( \mathbf{b} \), along with image intensity information (images
I), camera projection matrix data (calculated in 4), and light source information to estimate MRF parameters, using PMC, dynamically weighted MCMC, or multiple-seed Levenberg-Marquardt algorithm.

To do step 6, we chose to use the accelerated Loopy belief propagation dense stereo correspondence algorithm due to Tappen [15], which propagates disparity information quickly across the lattice. Our MRF estimation of BRDF parameters allows us to use the final posterior belief on each corner vertex node label, after the image and pairwise clique interactions have been taken into account, and the information has spread across the whole disparity map. One way of including this in the pseudolikelihood framework, is to convert the belief on the label of any transformed corner vertex node back into a potential function. For a single potential energy term, $p(x) = k_1 \exp(-U_i(x_i))/T).$ Therefore we convert each probability vector $b(x_i)$ on the disparity label of each corner vertex node into a potential term for that node:

$$U_i^D(x_i, I^R) = \psi_i^D(x_i) = -T \log(b(x_{i+1}))/k_1,$$

(31)

where $T$ is the temperature and $k_1$ is a normalization constant. This formulation permits the incorporation of probabilistic information gained from LBP type dense stereo correspondence algorithms about the likelihood of any label $x_i$ in the rectified image $I^R$, into a potential energy term, within the paradigm of Gibbs random field type energy interactions.

Note that the LBP algorithm for dense stereo correspondence is calculated using the pair of rectified images $I^R$ with the set of corner vertex nodes on the lattice of sites in $I^R$, and not on the set of corner vertex nodes for the first unrectified image $I^1$. A pseudolikelihood which incorporates this dense stereo-based probability through the potential energy as in Eqn. 31 is

$$PL(X|\theta) = \log \prod_{i \in S} p(x_i|x_{N_i}, \theta) = \log \prod_{i \in S} \frac{\exp(-U_i^A(x_i, x_{N_i}, \theta) - U_i^D(x_i, I^R))}{\sum_{s \in \mathcal{L}} \exp(-U_i^A(s, x_{N_i}, \theta) - U_i^D(s, I^R))}.$$ (32)

For notational convenience we also write the function

$$ePL(X|\theta) = \exp(PL(X|\theta))$$

$$= \prod_{i \in S} \frac{\exp(-U_i^A(x_i, x_{N_i}, \theta) - U_i^D(x_i, I^R))}{\sum_{s \in \mathcal{L}} \exp(-U_i^A(s, x_{N_i}, \theta) - U_i^D(s, I^R))}.$$ (33)

8 Pseudolikelihoods

Now that the third pseudolikelihood function $PL$ has been defined, the importance function of Eqn. 34 can be reformulated:

$$G(\theta|X) = s(ePL(X|\theta)),$$

(34)

remembering that we are using $p(\theta|X) = \exp(PL(X|\theta)), s(\cdot)$ is the softening function, as described previously (Eqn. 30). This is the importance function used for the PMC based MRF parameter estimation. As with the previous pseudolikelihood functions, one can construct importance functions $G^n$ based on iteration over a certain part the lattice, using

$$ePL^n(X|\theta) = \prod_{i \in S^n} p(x_i|x_{N_i}, \theta),$$ (35)

where $S^n$ is the $n$th subset of the sites on the lattice, for example $S^n = \{n, n+k, n+2k, \ldots\}$, where $k$ is the number of subsets into which the surface is partitioned. This function can be softened, giving

$$G^n(\theta|X) = s(ePL^n(X|\theta)).$$ (36)

The calculation of correctly weighted samples at every time step can be avoided by using an algorithm that calculates the correctly weighted sample set whenever it is required, but maintains a set of weighted samples which always represents the uniform distribution, retaining the samples which are in positions considered to be important. This is the PMC algorithm used in this thesis:

8.1 Population Monte Carlo algorithm

n=0: Initialize sample locations and probability weights:

1. Generate samples $(a_i^0)_{1 \leq i \leq N} \sim G^0$
2. Compute weights $(e_i^0)_{1 \leq i \leq N} = (1/G^0(a_i^0|X))_{1 \leq i \leq N}$
3. Normalize the weights $c^0$
4. If the correct posterior distribution $ePL(X|\theta)$ is needed:
5. Compute
$$(\pi_i^0)_{1 \leq i \leq N} = (ePL(X|a_i^0)/G^0(a_i^0|X))_{1 \leq i \leq N}$$
6. $\{\bar{a}^0, \overline{a}^0\} = resampleParticles(\{a^0, \overline{a}^0\})$ end.

For $n > 0$

1. Generate samples
$$(a_i^n)_{1 \leq i \leq N} \sim G^n(\{\overline{a}^{n-1}, \overline{a}^{n-1}\}|X)$$
2. Compute weights $(e_i^n)_{1 \leq i \leq N} = (1/G^n(a_i^n|X))_{1 \leq i \leq N}$
3. Normalize the weights $c^n$
4. If the correct posterior distribution $ePL(X|\theta)$ is needed:
5. Compute
$$(\pi_i^n)_{1 \leq i \leq N} = (ePL(X|a_i^n)/G^n(a_i^n|X))_{1 \leq i \leq N}$$
6. $\{\bar{a}^n, \overline{a}^n\} = resampleParticles(\{a^n, \overline{a}^n\})$ end.

It is necessary to specify how the sampling is done at step 1 in each case. When $n = 0$, at step 1, which reads $(a_i^0)_{1 \leq i \leq N} \sim G^0$, the samples are generated in the following way:

1. Generate an evenly spaced set of samples $(u_i^0)_{1 \leq i \leq N}$ over the parameter space to represent the uniform distribution in $\mathbb{R}^3$, and set the weights $c_i^0 = G^0(u_i^0|X), (1 \leq i \leq N)$
2. \{ \overline{a}^0, \overline{c}^0 \} = \text{resampleParticles}(\{ \overline{w}^0, \overline{c}^0 \}, \sigma_0)

The second case step 1 \((n > 0)\), which reads “Generate samples \((a^n_i)_{1 \leq i \leq N} \sim G^n(\{ \overline{a}^{n-1}, \overline{c}^{n-1} \}|X)\),” is performed in the following way:

1. Reweight each of the samples \(a_i^{n-1}\), for \(1 \leq i \leq N\), according to

\(w_i = c_i^{n-1}G^n(a_i^{n-1}|X)\)  \hspace{1cm} (37) \]

2. \{ \overline{a}^n, \overline{c}^n \} = \text{resampleParticles}(\{ \overline{a}^{n-1}, \overline{w} \}, \sigma_n).

As before, the additive Gaussian noise at the resampling stage is parameterized by \(\sigma_n\), which is the standard deviation of the noise, decreasing at each iteration of the PMC algorithm.

Note that each sample \(\theta^n_i\) contains the information for the BRDF parameters. \(\mathbf{P}\) (both camera projection matrices), and \(\overline{L}\) (the light source direction), are used implicitly in the pseudolikelihood calculations. \(\mathbf{P}\) has been calculated through calibration algorithms using a calibration checkerboard, and \(\overline{L}\) is estimated from the scene geometry (the projector is positioned midway between the two cameras).

In our experiments, the standard deviation of the additive Gaussian noise for the resampling operation (resampleParticles(\(\cdot, \sigma_n\))) is initialized with \(\sigma_0 = 0.07\), and decreases linearly over the PMC iterations until finally \(\sigma_T = 0\).

9  

**BRDF parameter estimation on synthetic data**

9.1  

**Convergence results for the PMC method**

The posterior distribution of Eqn. 33 for a range of synthetic surfaces was explored as the target distribution \(\vartheta(\cdot)\) using the PMC method. The methodology for gathering synthetic data for the performance analysis of the PMC algorithm follows:

1. For \(n=1, \ldots, N\)
2. Generate random surface and virtual range disparity field \(X\) consisting of the possible labels for the range of disparity values for each corner vertex node in the image, and \(S\), the labelling of \(X\) which corresponds to the true surface
3. Generate random BRDF parameter vector \(\overline{b}^n\), and render intensity map \(\mathbf{I}^1\) of true surface \((\mathbf{S})\) given light source \(\overline{L}\), camera data \(\mathbf{P}\), and reflectance model and parameters \(\overline{b}^n\).
4. Run PMC algorithm with 64,125,1000 samples for 20 iterations, using Eqn. 33 as the target distribution, storing each sample set \((\vartheta, \overline{\pi})^n\) at each iteration \(i\)
5. end(1).
6. The MAP sample is found by choosing the sample \(\vartheta\) with the highest probability weight \(\pi\) at any iteration \(i\). The distance of the MAP sample to the true synthetic BRDF parameter set is stored for every iteration. The averages of these distances over 100 runs are recorded in Tables 1 to 4, per PMC iteration, in the columns labeled “MAP dist.”

7. The variance of the sample set weights \(\overline{\pi}^{n, i}\) is calculated for each iteration, and averaged over the number of trial runs \((N=100)\). These are also recorded in Tables 1 and 2, per PMC iteration, in the columns labelled “var”.

The variance of the weights in a weighted sample set is an indication of the number of effective samples, and is used to show that the samples are not being wasted in regions of the target distribution of low probability. If the samples were thus distributed, the sample variance would be higher. A sample variance which decreases over successive PMC iterations thus indicates that the PMC algorithm is finding the local maxima in the distribution (if such local maxima exist).

It is seen in each of these tables that the average Euclidean distance between the true BRDF parameters used to generate each surface image and the MAP sample of the sample set (indicated in columns by “MAP dist”), which indicates the Euclidean distance between the true sample and the MAP sample) decreases as the PMC algorithm proceeds through each iteration. The sample variances (indicated in columns by “var”) also decrease as the PMC algorithm proceeds through each iteration. Note that the elements of Tables 1 to 4 are average values over 100 runs. These results are presented in table form since there are too many variables to easily distinguish graphically plotted data.

<table>
<thead>
<tr>
<th>numLabels</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>numSamples</td>
<td>1000</td>
<td>1000</td>
<td>125</td>
<td>125</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>PMC iters</td>
<td>1</td>
<td>5</td>
<td>11</td>
<td>17</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>numLabels</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>numSamples</td>
<td>1000</td>
<td>1000</td>
<td>125</td>
<td>125</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>PMC iters</td>
<td>1</td>
<td>5</td>
<td>11</td>
<td>17</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>numLabels</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>numSamples</td>
<td>1000</td>
<td>1000</td>
<td>125</td>
<td>125</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>PMC iters</td>
<td>1</td>
<td>5</td>
<td>11</td>
<td>17</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1. Convergence results of the PMC algorithm when using the isotropic Ward reflectance model. Average statistics are shown over the 20 iterations of the PMC algorithm. The image size is 100x100 pixels. The table is populated with average values over 100 runs.
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**Classification using stereo images of real surfaces**

To test the PMC evolved sample sets as features for surface classification, reconstructions of 48 material surface instances were captured, and divided into 12 classes, shown in Figs 4, 5, 6. For the classification of surfaces through the comparison of their BRDFs (represented by sample sets),
Table 2. Convergence results of the PMC algorithm when using the isotropic Ward reflectance model. Average statistics are shown over the 20 iterations of the PMC algorithm. The image size is 100x100 pixels. The table is populated with average values over 100 runs.

Table 3. Convergence results of the PMC algorithm when using the isotropic Ward reflectance model. Average statistics are shown over the 20 iterations of the PMC algorithm. The image size is 100x100 pixels. The table is populated with average values over 100 runs.

Table 4. Convergence results of the PMC algorithm when using the isotropic Ward reflectance model. Average statistics are shown over the 20 iterations of the PMC algorithm. The image size is 100x100 pixels. The table is populated with average values over 100 runs.

Table 5. Some analytical expressions for probabilistic distances between Gaussian probability density functions, where $0 \leq \alpha_1, \alpha_2 \leq 1$ and $\alpha_1 + \alpha_2 = 1$. $|\Sigma|$ indicates the determinant of $\Sigma$. $I_d$ is the identity matrix.

11.1 Comparing sample sets

The analytic expressions for calculating some of these probabilistic distances, if the samples representing the pdfs are assumed to be drawn from normal distributions, are shown in Table 5. Although the sample sets representing the posterior distributions for the parametric BRDF models that are calculated for the material and froth surfaces are not necessarily normally distributed, they are close enough to normal to support the use of these analytic expressions for probabilistic distance calculation. Thus the means and variances of the evolved weighted sample sets, calculated using the PMC method, are estimated and substituted into the equations in Fig. 5.

In Tables 6 to 9, classification results are given using the “Miss”, “WNN” and “NN1” error classification statistics. The “Miss” statistic is a count of the number of times in the similarity matrix (iterating once over the entries for each material) that one of the extra-class materials has a similarity coefficient with the current material that is higher than the lowest similarity coefficient among the intra-class members of the current material. The “WNN” statistic, which is an abbreviation for “Worst Nearest Neighbour”, indicates the number of cases out of the 48 surfaces where there is some extra-class material having a higher similarity (lower probabilistic distance) to the material than the distance from the current material to any one of its intra-class materials. The “NN1” statistic is similar to this: it indicates the number of materials for which the best match (nearest neighbour) is an extra-class match and is better than all intra-class matches. The “NN1” statistic was used for classification testing in [18].

11 Conclusion

The PMC algorithm for MRF parameter estimation has been shown to work, and has reasonable convergence behaviour to correct BRDF parameters when tested in a BRDF parameter estimation setting, in the case of synthetic data. The posterior distributions on BRDF parameters were estimated using the PMC algorithm.
shown to be reasonably good features when used as features in a classification framework.
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Figure 4. Surfaces 1 to 4 of twelve used to test the BRDF based classification power of the PMC developed sample sets. Each material was reconstructed and its BRDF calculated four times using our PMC based parameter estimation method.


