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Abstract

In medical imaging, the appearance of a certain body part on a radiograph depends
not only on the position but also on the orientation of the X-ray imaging system with
respect to the patient. Given a 2D image of a 3D scene, the problem of viewpoint
estimation aims to determine the position and the orientation of the imaging sensor
that resulted in that view. We investigate methods to solve the viewpoint estimation
problem for medical images, notably the determination of orientation parameters.
Machine learning models, particularly convolutional neural networks (CNNs), are
developed to predict a human subject’s orientation in a radiograph. Since deep
learning models require data for training, we first generate a dataset of digitally
reconstructed radiographs (DRRs) from a set of computed tomography (CT) scans
using Fourier volume rendering (FVR). The dataset of DRRs is then used to train
CNN models for viewpoint regression and classification. A label-softening strategy
is used to improve the performance of the classification models. Meanwhile, a geo-
metric structure-aware cost function is used to account for the geometric continuity
of the viewpoint space. Several 3D rotation methods such as Euler angle, axis-angle,
and quaternions are investigated for viewpoint representation. The results demon-
strate that viewpoint estimation in medical imaging can be effectively solved using
CNN-based classification and regression models. The geometric structure-aware cost
function proves to be essential to the success of classification models for viewpoint
estimation. The regression-based models, on the order hand, appear to be sensitive
to the type of parametrization used to represent the viewpoints. In particular, the
unit quaternion representation of 3D rotations proves to be more effective than other
representations for viewpoint regression with CNN models. Moreover, we extend the
proposed method to perform viewpoint estimation for natural images. The perfor-
mance on the PASCAL3D+ dataset indicates that the application of the methods

presented is not restricted to medical imaging.

i



Acknowledgments

I would like to express my profound gratitude to my supervisors, Fred Nicolls and
Paul Amayo, for their support and guidance throughout the course of this project.
I would also like to thank my family and friends for their constant support and

encouragement.

I acknowledge the financial assistance received from the University of Cape Town
(UCT), and the German Academic Exchange Service (DAAD) via the African In-
stitute for Mathematical Sciences (AIMS) South Africa.

il



In memory of Raphaél Cossi Koukpanou

v



Contents

1 Introduction 1
1.1 Motivations . . . . . . . ..o 2
1.2 Problem statement . . . . . . .. ... oo 3
1.3 Overview of the methodology . . . . .. .. .. ... ... .. .... 4

1.3.1 Data generation . . . . . . . .. ... Lo 4
1.3.2 1D viewpoint estimation . . . . . .. . ... oL 5)
1.3.3 Geometry-aware classification . . . . . .. .. ... ... ... 7
1.3.4 3D viewpoint estimation . . . . . . ... ..o 9
1.3.5 Viewpoint estimation for natural images . . . . ... .. . .. 10
1.4 Contributions . . . . . . .. ..o 10
1.5 Thesisoutline . . . . . . . ... o 11

2 Background and related work 13

2.1 Neural networks . . . . . . . ... 13
2.1.1  Multi-layer perceptron . . . . . . .. ... ... L. 14
2.1.2  Convolutional neural networks . . . . . .. ... .. ... ... 16
2.1.3  Optimization of CNN models . . . . ... ... ... ..... 18
2.1.4  Evaluation metrics . . . . . .. ... 0oL 22
2.1.5 State-of-the-art CNN models . . . . . ... .. ... ... ... 23
2.1.6  Machine learning libraries . . . . . . ... ... ... ... .. 24

2.2 The viewpoint estimation problem . . . . . . . . ... ... ... ... 25

2.3 Viewpoint estimation from medical images . . . . . . . ... ... .. 25

2.4 2D/3D image registration . . . . .. ... 28
2.4.1 Conventional image registration . . . . . . ... .. ... ... 29
2.4.2 Learning-based image registration . . . . . . .. ... ... .. 31

2.5 Viewpoint estimation from natural images . . . . . . . ... ... .. 35
2.5.1 Classification-based viewpoint estimation . . . . . . . . . . .. 36
2.5.2  Regression-based viewpoint estimation . . . . . .. ... ... 38

2.6 SUMMATY . . . . ..o 39



Viewpoint estimation in medical imaging

3 Data generation

3.1 CT scans dataset . . . . . . . . . ... ...
3.2 Additive projection . . . . . ...
3.3 Fourier volume rendering . . . . . . . ... ... oL
3.3.1 Fourier projection-slice theorem . . . . . . ... .. ... ...
3.3.2 Interpolation in the frequency domain . . . .. ... .. ...
3.3.3 Zero-padding in the spatial domain . . . . . .. ... ... ..
3.3.4 Computational complexity of the FVR . . . .. ... ... ..
3.4 Experiments and results . . . ... ..o oo
3.4.1 Effect of interpolation methods . . . . . . ... ... ... ..
3.4.2 Effect of zero-padding . . . . . .. ..o
3.5 Other DRR generation methods . . . . . . .. ... ... ... ....
3.5.1 Attenuation fields DRR . . . .. ... ... ... .......
352 DiffDRR . . . .. . ..
3.53 RealDRR . . ... ...
3.54 DeepDRR . . . . . .
3.6 Summary . ...

4 One-dimensional viewpoint estimation

4.1 Problem of viewpoint estimation . . . . . . . .. ... ... L.
4.1.1 Viewpoint space representation . . . . . ... ... ... ...
4.1.2 Geometric constraints . . . . .. ...
4.1.3 Dataset for viewpoint estimation . . . . . .. .. .. ... ..

4.2 Regression-based viewpoint estimation . . . .. ... .. .. ... ..
4.2.1  CNN model for viewpoint regression . . . . . .. ... .. ..
4.2.2 Model training . . . . . ... L
4.2.3 Evaluation metrics . . . . .. .. .. 0oL
424 Results. . . . ..

4.3 Nearest neighbor classifier . . . . .. ... ... ... ... ... ..
4.3.1 Feature extraction . . . . . .. ... oL
4.3.2 Viewpoint prediction . . . . . . . .. ...
433 Results. . . .. ...

4.4 CNN-based classification . . . . . . . .. ... .. ... ... .....
441 CNNmodel . . ... .. ... ... .
4.4.2 Viewpoint label encoding . . . . . .. ... ..o
4.4.3 Cost function . . . . . . ... .
4.4.4 Model training . . . . ...
4.4.5 Model evaluation . . . . . .. ... 0oL

4.5 Summary ...

40
40
41
43
43
44
47
47
48
48
49
49
ol
52
23
o4
95

57
o8
o8
59
59
60
60
63
64
64
64
65
66
66
67
67
68
68
68
69
69

vi



Viewpoint estimation in medical imaging

5 Geometry-aware classification 70
5.1 Classification with soft labels . . . . . ... .. ... ... ... ... 71
5.1.1 Soft label encoding . . . . . .. ... ... 71
5.1.2  Cost function . . . . . . ... o 71
5.1.3 Model training . . . .. ..o 72
5.1.4 Evaluation and results . . . . . ... ... ... 72

5.2  Geometry-aware classification . . . . . .. ... 73
5.2.1 Geometry-aware cost function . . . . . ... ... 73
5.2.2  Optimal label softening . . . . . . .. ... ... .. ... ... 73
5.2.3 Model training and evaluation . . . . . .. ... .. ... ... 75

5.3 Effect of the size of the training images . . . . . . . . . .. ... ... 75
5.4 Viewpoint estimation results . . . . . . . ... .00 76
5.5 Experimental results using DeepDRR . . . . . . . ... ... ... 76
5.6 Viewpoint estimation using online data generation . . . . . . . . . .. 7
5.6.1 Online data generation . . . . . . .. ... ... ... ..... 78
5.6.2 Online data augmentation . . . . . . ... ... .. ... ... 78
5.6.3 Model training . . . . ... ..o 79
5.6.4 Evaluation and results . . . . . ... ... 79

5.7 Viewpoint estimation from multiple CT scans . . . . . . . . ... .. 80
5.7.1 Effect of translation range on viewpoint estimation performance 81

5.7.2  Effect of the size of the sub-window used for training . . . . . 81
5.7.3 Test-time data augmentation . . . . ... ... ... ... .. 83

5.8 Summary ... ... 86
6 Three-dimensional viewpoint estimation 87
6.1 Viewpoint representation . . . . . . . . ... ... 88
6.1.1 Eulerangles . . . .. .. .. ... . 88
6.1.2 Axis-angle representation . . . . . ... ... oL L. 90
6.1.3 Quaternions . . . . . . .. .. 91
6.1.4 Distance between rotations . . . . . . .. .. ... 93

6.2 Euler angles estimation . . . . . .. .. ... o000 94
6.2.1 Model architecture . . . . . ... ... ... ... ... 94
6.2.2 Model optimization . . . . . ... ... 95
6.2.3 Evaluation . . . . .. ... L o 95

6.3 Regression of viewpoints using quaternions . . . . . . . .. ... ... 96
6.3.1 Representation of viewpoints with unit quaternions . . . . . . 96
6.3.2 Model architecture . . . . . ... ... 101
6.3.3 Model optimization . . . . . .. ... ... ... ... 102
6.3.4 Experiments and results . . . . ... ... ... 102

vil



Viewpoint estimation in medical imaging

6.4 Classification of viewpoint using quaternions . . . . . . . . . .. ... 106
6.4.1 Class definition . . . . . . ... ... ... ... 106

6.4.2 Model architecture and optimization . . . ... .. ... ... 108

6.4.3 Results and discussion . . . ... ... ... 109

6.4.4 Comparison of regression and classification methods . . . . . . 109

6.5 Summary . . ... .. 110

7 Viewpoint estimation for natural images 112
7.1 Datasets for viewpoint estimation . . . . . . . .. .. ... ... ... 113
7.1.1 PASCAL3D+ dataset . . . . . ... ... ... ... ...... 113

7.1.2 Data augmentation by 3D pose jittering . . . ... ... ... 114

7.1.3  Syntheticdataset . . . . . . ... .. ... ... ..., . 115

7.2 Regression-based viewpoint estimation . . . . .. .. ... .. .. .. 115
7.2.1 Converting Euler angles to unit quaternions . . . . . .. . .. 116

7.2.2 Model architecture . . . . . ... ... ... .. ... .. 116

7.2.3 Model training . . . .. ..o oo 117

7.2.4 Model evaluation and results . . . . . ... ... ... ... .. 118

7.3 Classification-based viewpoint estimation . . . . . . . ... ... ... 118
7.3.1 Viewpoint class definition . . . . . . ... ... ... .. ... 118

7.3.2 Model architecture . . . . . . ... ... ... ... ... ... 119

7.3.3 Evaluation and results . . . ... ... ... o000 121

7.4 Comparison of the different methods . . . . . .. .. ... ... ... 121
7.4.1 Classification and regression models . . . . . . . .. .. .. .. 121

7.4.2 Real images and synthetic data augmentation . . . . . . . .. 122

7.4.3 Category-specific and global models . . . . . .. .. ... ... 122

7.4.4 Comparison with a state-of-the-art method . . . . . . . .. .. 123

7.5 SUMMATY  © . o v o v vt e e e e e 125

8 Conclusion 126
8.1 Summary . . . .. .. 126
8.2 Recommendations and future work . . . . ... ..o o000 128
Bibliography 130

viii



List of Figures

2.1
2.2

2.3
24
2.5
2.6
2.7
2.8

3.1
3.2
3.3

3.4
3.5
3.6
3.7

3.8
3.9

Architecture of an MLP model with four layers. . . . . .. ... ... 14
Sigmoid activation (left) and hyperbolic tangent (right) activation

functions. . . . ... 15
Architecture of LeNet-5 [43]. . . . . . . ... ... 16
ReLU (left) and Leaky-ReLU (right) activation functions. . . . . . . . 18
Architecture of AlexNet [12]. . . . . . ... o oL 23
Architecture of VGG-16. . . . . . . . ... 24
Architecture of the Inception module [80]. . . .. ... ... ... .. 24
Frontal and lateral views of a chest X-ray image. . . . . . . . .. ... 26
Views around a CT volume. . . . . . .. .. ... ... ... ..... 41
Views using additive projections. . . . . .. . ... ... L. 42

Image represented by a 6 x 6 grid of pixels (blue dots) with its verti-
cal projection (red dots), and the horizontal projection (green dots).
The red line represents the central line orthogonal to the vertical di-
rection of projection, and the red dots represent the re-sampled pixel
locations after interpolation. Similarly, the green line represents the
central line orthogonal to the horizontal direction of projection, and

the green dots represent the re-sampled pixel locations after interpo-

lation. . . . . . .. 45
Interpolation methods for FVR. . . . . . ... ... ... ... .... 48
Average projection time per image for the AP and FVR methods. . . 49
Effect of zero-padding on FVR. . . . .. ... ... .. ... ... .. 50

Comparison of additive projections and FVR projections. The first
row corresponds to the views generated using AP, while the second
represents the views generated using FVR. The images in each column
correspond to the same viewpoint. . . . . . . ... 50
Ray parametrization in light field rendering [73]. . . . . . . . . . . .. 51
Overview of AF-DRR X-ray image simulation process. (a) Light field
rendering. (b) Attenuation field for DRR generation [73]. . . . . . .. 52

X



Viewpoint estimation in medical imaging

3.10
3.11
3.12
3.13

4.1

4.2

4.3

4.4

5.1

5.2
5.3
5.4
2.5
5.6

5.7
5.8
2.9

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8

[Nlustration of Siddon’s method for DRR generation [24]. . . . .. .. 53
Schematic overview of RealDRR X-ray image simulation framework [15]. 54
Schematic overview of DeepDRR X-ray image simulation framework [36]. 54
Sample of X-ray images simulated using FVR (first row) and Deep-
DRR (second row). The structure of the hard tissues can be clearly

seen in the images generated using DeepDRR compared to those gen-
erated using FVR. . . . . . . oo 56

Block diagram of the CNN-based regression model for viewpoint es-
timation. . . . . . . .. L 62
Architecture of the convolutional autoencoder that reduces the input
images into lower dimensional feature maps. . . . . . . .. .. .. .. 66
Autoencoder feature extraction. The first row represents three input
images. Their encoded representation (feature map) is depicted in
the second row. The last row is the reconstruction of the input image
at the output by the autoencoder. . . . . . . . .. .. ... 67
Block diagram of the CNN-based classification model. . . . . . . . .. 68

Class weights distribution for different values of o, when the ground

truth label is @ =5°. . . . . . . . ..o 74
Variation of accuracy with o. . . . . . . . .. . ... ... 74
Effect of training image input size on accuracy.. . . . . . . . . . . .. 75
Accuracy of classification-based viewpoint estimation methods. . . . . 76
Median error of classification-based viewpoint estimation methods. . . 77

Central patch of size 400 x 400 extracted from an original image of

size 512 X 512 using a bounding box. . . . . ... ..o 79
Effect of translation range on viewpoint estimation performance. . . . 82
Effect of the size of the sub-window used for training. . . . . . . . .. 82
Entropy heat map. . . . . . . . . ..o L o 85
Rotation around the z-axis. . . . . . . ... .. ... ... ... 90
Rotation around the y-axis. . . . . . . .. .. ... ... . ...... 90
Rotation around the z-axis. . . . . . . .. . ... ... ... ... .. 91
CNN-based classification model for 3D Euler angle estimation. . . . . 94
Accuracy of the joint estimation of all three Euler angles. . . . . . . . 96
Distribution of points on a unit sphere using the Algorithm 1. . . . . 99
Distribution of points on a unit sphere using the Algorithm 3. . . . . 101

CNN-based regression model for 3D viewpoint estimation using quater-

nion representation. . . . . . .. ..o Lo oo 102




Viewpoint estimation in medical imaging

6.9

6.10

6.11

6.12
6.13
6.14

6.15

6.16
6.17

7.1
7.2
7.3
7.4
7.5
7.6
7.7

7.8
7.9

Accuracy of the CNN-based regression model using azimuth-elevation
to quaternion conversion . . . . . . ... ... 103
Accuracy of the CNN-based regression model using Euler angles to
quaternion CONVersion . . . . . . . . . . .. ..o 105
Accuracy of the CNN-based regression models for a varying number
of sampled quaternions. . . . . . ... ... L L 106
Viewpoint distribution on a unit sphere. . . . . . .. ... ... ... 107
Examples of images generated from the sampled quaternion classes. . 108
CNN-based classification model for 3D viewpoint estimation using
quaternion representation. . . . . . . ... L. Lo 108
Accuracy of the CNN-based classification models for different number
quaternion classes. . . . . .. ... 110
Comparison of the accuracy of classification and regression models. . 110

Comparison of the median errors of classification and regression models.111

Sample images from PASCAL3D+ dataset. . . . . . .. ... .. ... 114
Block diagram of the CNN-based regression model. . . . . . . .. .. 117
Viewpoints sampled on a 3D sphere. . . . . . ... ... ... ... 119
Block diagram of the category-specific viewpoint classification model. 120
Block diagram of the global viewpoint classification model. . . . . . . 120
Median errors of the classification and regression models. . . . . . . . 122

Median errors of the models trained on real images and models trained
with synthetic data augmentation. . . . . . . . . ... .. ... .. 123
Median errors of the global models and the category-specific models. . 124
Viewpoint estimation errors for models trained on real PASCAL3D—+

images and synthetic image augmentation. . . . . . .. .. ... ... 124

pal



List of Tables

2.1

5.1
5.2

2.3

5.4

2.5

6.1

6.2

7.1
7.2
7.3

7.4

7.5

Confusion matrix for binary classification. TP is the number of true
positives, TN is the number of true negatives, FP is the number of

false positives, and FN is the number of false negative instances. . . . 22

Viewpoint estimation results for soft classification. . . . . . . . . . .. 72
Viewpoint estimation results for soft classification with a geometry-
aware cost function. . . . . . ..o Lo 75
Viewpoint estimation accuracy of viewpoint estimation models when
trained using data generated with DeepDRR and FVR. . . . . . . .. 7
Accuracy of the viewpoint estimation model trained with data aug-
mentation. . . . . ... Lo 80
Test-time data augmentation results. The Reference method is ob-

tained using a single test image without data augmentation. . . . . . 85

Accuracy and median errors for the CNN-based regression model us-
ing direct sampling of unit quaternions. We present the results for
the different number of quaternion sample sizes. . . . . . . . .. . .. 105
Accuracy and median errors for the CNN-based classification model

using direct sampling of unit quaternions. We present the results for

the different number of quaternion sample sizes. . . . . . . . .. . .. 109
PASCAL3D+ dataset. . . . . . . ... .. ... .. .. ... ..... 115
Synthetic images used to augment the training images. . . . . . . .. 116
Accuracy at ¢ = ¢ and median error for the regression models on

PASCAL3D+. . . . . . e 118

Number of viewpoint classes per object category. The first column
represents the number of viewpoint classes for the dataset of real
images, and the second column represents the number of classes for
the dataset with synthetic data augmentation. . . . . . . ... .. .. 119
Median error on PASCAL3D+. . . . . . .. ... ... ... ..... 121

xii



Chapter 1

Introduction

Two-dimensional images depict projections of objects in a scene. As such, they
lack depth information that is necessary to gain a full understanding of a 3D scene.
Although the human visual system is able to fill the gaps and make sense of 2D
images, it is much harder for a computer to “understand” projected views from a 3D
scene. An image detection or classification model could easily be fooled when seeing
images from different viewpoints since nearby viewpoints could result in significantly
different projections that are difficult for a computer system to understand. In
computer vision, viewpoint estimation aims to help machine vision systems gain
a better understanding of 3D scenes by learning to recognize the views of objects
in an image. The most effective viewpoint estimation methods are based on deep
learning [16, 25, 38, 19, 56, 79]. Although the effectiveness of deep learning methods
is proven and widely recognized in the computer vision community, these methods
rely on massive amounts of training data, which may not be readily available. In
particular, supervised learning-based viewpoint estimation methods require not only
large amounts of data but also data correctly labeled with viewpoint information.
Since the number of datasets for viewpoint learning is quite limited, the number of
works dealing with viewpoint estimation is very limited compared to other areas of

computer vision.

The scarcity of training data for viewpoint estimation is even more severe in medical
imaging. There is currently no publicly available dataset specifically dedicated to
viewpoint estimation in medical imaging, leading to a lack of deep learning work

addressing the problem despite the existence of potential applications in the field.

Computer-assisted surgery (CAS) relies on the creation of 3D patient models for
pre-operative planning and intra-operative guidance. The models used for CAS are

generally based on computed tomography (CT) and magnetic resonance imaging
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(MRI) scans that give a 3D representation of the patient’s body. These 3D models
could be projected onto different viewpoints to provide a good visualization of the
internal structure of the body. Thus viewpoint estimation could be used to identify

specific views from projections of 3D models and help with better diagnosis.

1.1 Motivations

The motivations of this project are threefold: the development of novel methods for
viewpoint estimation using CNNs; the application of viewpoint estimation methods
to medical images, and the application of viewpoint estimation for computer-aided
diagnosis (CAD).

1. Development of novel methods for viewpoint estimation using CNNs

Estimating viewpoints from 2D images is a challenging task since projected
2D images lose critical information about the 3D scene. The most effective
methods for this task in the literature are based on CNN models using super-
vised learning [16, 25, 38, 19, 56, 79]. These methods are either classification
or regression-based. For the regression-based methods, the models are trained
to predict the viewpoint of an object in a continuous viewpoint space, whereas
classification-based methods require that the viewpoint space be discretized
into partitions with each partition representing a class. The CNN model is
then trained to predict the class of each test image. Although the classification-
based methods seem intuitively less convenient for solving the viewpoint es-
timation problem, they generally perform better than the regression-based
approaches. Nevertheless, the performance of the existing methods for view-
point estimation in natural images seems to have plateaued over the last few
years. Here we explore new methods for the viewpoint estimation task using

CNNs with various representations of the viewpoint space.
2. Application of viewpoint estimation methods to medical images

Most viewpoint estimation methods developed to date are applied to natural
images. Due to the specificity of medical images, specific methods need to
be developed to solve the problem of viewpoint estimation in the medical
imaging domain. The lack of work on viewpoint estimation in medical imaging
is certainly not due to the lack of applicability, but rather to the absence of
suitable datasets that can be used to develop these methods. In medical
imaging, several modalities such as CT and MRI are used to obtain a three-
dimensional visualization of the human body. These imaging modalities help

the radiologist or surgeon make better diagnoses and treatment planning. The
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CT scans depict structural information of the hard tissues in the body whereas
the MRI depicts soft tissues and functional information. Radiographs are
essentially 2D projections of CT scans. Thus they are used to visualize hard
tissues on a 2D plane. Taking projections from different viewpoints around
the CT volume results in different 2D X-ray images depicting different parts of
the body. Given a projected X-ray image, one could use viewpoint estimation
to determine where, in a 3D space around the CT volume, the X-ray image
was projected from. Thus viewpoint estimation could, for example, be used

in this case for patient positioning in computer-assisted surgery.
3. Application of viewpoint estimation to computer-assisted diagnosis

With the growing usage of imaging in the clinical routine, either for diagnosis
or treatment planning, the size of medical image datasets increases every day.
One can imagine that at some point in time, these datasets would need to
be sorted in order to be useful for medical diagnosis. In this case, viewpoint
estimation can be used to index the database so that the medical practitioner

can have access to the most relevant images for their case.

In this project, we aim to fill this gap in the literature by generating suitable datasets

and proposing effective methods for viewpoint estimation in medical imaging.

1.2 Problem statement
The problems investigated in this project are broken into five points:

e Development of an efficient method to generate a dataset of digitally recon-

structed radiographs (DRRs) from a limited set of CT volumes.
e Development of an effective model for 1D viewpoint estimation.

e Accounting for the circular distribution of the viewpoint space in the classifi-

cation model for 1D viewpoint estimation.

e Representation of viewpoints using quaternions on a 3-sphere for 3D viewpoint

estimation.

e Application of the proposed methods to viewpoint estimation for natural im-

ages.
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1.3 Overview of the methodology

In this work we focus on the development of deep learning models for viewpoint es-
timation in medical imaging. To assess the generalization capability of the proposed
methods, we extend these methods to perform viewpoint estimation on natural im-
ages. Given the complexity of the viewpoint estimation problem, we divide the task
into sub-tasks which are solved individually. Thus we propose an efficient method to
generate a dataset with viewpoint annotation. The dataset generated is then used to
train deep learning models for 1D viewpoint estimation. The one-dimensional case
is a simplification of the general viewpoint estimation problem. The performance
of the models proposed for the 1D viewpoint estimation task is further improved
using a geometry-aware loss that deals with the continuity of the viewpoint space.
The proposed methods are then extended to solve 3D viewpoint estimation. Several
viewpoint parametrization methods were investigated. The unit quaternion repre-
sentation of 3D rotations proves to be the most effective viewpoint representation

method. We finally extend the method to viewpoint estimation in natural images.

In this section, we present the different methods proposed in this work.

1.3.1 Data generation

To develop learning-based viewpoint estimation methods, we need a dataset with
accurate viewpoint annotation. Given the lack of such a dataset for viewpoint
estimation of medical images, our first task is to generate a dataset of medical
images with viewpoint annotation that can be used to train viewpoint estimation
models. The data generation methods are presented in Chapter 3. We generate
a dataset of digitally reconstructed radiographs (DRRs) from a set of computed
tomography (CT) scans. For simplicity, we only use orthogonal projection methods
to generate 2D DRRs from the CT scan volumes. Two DRR generation methods

are used: additive projection and Fourier volume rendering.

Additive projection (AP) is a simple way to generate DRRs from a CT scan. We
employ this method to generate the dataset used for one-dimensional viewpoint
estimation. The dataset is generated by rotating the CT volume around the longi-
tudinal axis of the human body at 1-degree increments, and projecting orthogonally
the volume onto a plane. This projection is done by summing up all voxel values
along a ray going through the CT volume and perpendicular to the projection plane.
Although the AP method is easy to implement, it is computationally expensive since
it requires the rotation of the entire 3D volume before the projection of a DRR. This
makes it difficult to integrate the AP method into an online data generation pipeline

since it would make the training process computationally inefficient. Consequently,

4
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it becomes difficult to perform certain types of data augmentation such as random
out-of-plane rotation during training. To integrate the data generation step into
the model training pipeline, we use an alternative DRR generation method: Fourier

volume rendering.

Sometimes called frequency domain volume rendering, Fourier volume rendering
(FVR) is a DRR generation method based on the Fourier projection-slice theorem.
To generate DRRs using the FVR method, the Fourier transform of the CT scan
volume is first computed. The DRR corresponding to each viewpoint is obtained by
computing the inverse Fourier transform of the slice in the direction of that view-
point. In contrast to the AP method, which requires the rotation of the whole 3D
volume before the generation of each DRR, the Fourier volume rendering (FVR)
method only requires the extraction of a 2D slice from the 3D volume. The time
complexity of FVR is O(N?log N), compared to the O(N?) for the AP method.
Since F'VR requires interpolation in the frequency domain, we investigate the inter-
polation methods that can be used for this task. The spline interpolation method
proves to be the most effective method. We use the spatial domain zero-padding
technique to suppress the replication of the signal due to the sampling in the Fre-
quency domain. Moreover, we compare the DRRs generated using FVR and AP.
The results show that the two methods generate similar DRRs. The FVR method
has the advantage that it is more computationally efficient than the AP method.

Thus FVR can be used for online data generation during training.

1.3.2 1D viewpoint estimation

To simplify the problem, we first investigate one-dimensional viewpoint estimation
in Chapter 4. Thus the problem of viewpoint estimation considered in this chapter
consists in determining the rotation angle around the longitudinal axis of a human
body. This simplification allows us to develop baseline methods, to which more elab-
orate methods are compared. We investigate regression and classification methods

for viewpoint estimation.

Given the continuity of the viewpoint space, regression methods seem to be the
most suitable to solve the problem. We propose a regression model based on a
convolutional neural network (CNN). This model is based on a model pre-trained
on ImageNet [12] which was initially developed for a classification task for natural
images. Thus we use transfer learning to adapt the model for viewpoint estimation
in medical imaging. The base model is an Inception-V3 [81] model pre-trained on
ImageNet. The classification block of this pre-trained model (made of full-connected

layers) is removed and replaced by a regression block made of fully connected layers.
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The whole network is fine-tuned end-to-end by minimizing a loss based on the dis-
tance between the ground truth angle and the predicted angle. Two different metrics
were used to evaluate the performance of the trained model on a test set. The first
evaluation metric is the median error, which measures the distance (in degrees) be-
tween the ground truth angle and the predicted angle. The second evaluation metric
is the accuracy at 0 (Accy), which measures the proportion of images for which the
predicted viewpoint and the ground viewpoint are within a threshold of 6. The
threshold Accy is often taken to be § = %. The regression model for 1D viewpoint
estimation has an accuracy Acc% = 30.83% and a median error MedErr = 45.38.
Thus, although the regression approach seems to be a natural fit for the viewpoint
estimation problem, the results show that they do not perform well at the one-
dimensional viewpoint estimation task. We then explore classification methods for

the 1D viewpoint estimation task.

Since classification models require a finite set of classes, the viewpoint space is dis-
cretized into bins of 1-degree intervals. This leads to a total of 360 classes. We
use the nearest neighbor (NN) classifier as a baseline for the classification models.
The NN classifier is used to investigate the effectiveness of a simple classification
model on the viewpoint estimation task, and to establish a baseline against which
other classification models can be compared. We use a convolutional autoencoder
to reduce the images to lower-dimensional feature representations. Thus the convo-
lutional autoencoder is used to compute the feature vectors of all training images.
Given a test image, its feature vector is computed using the convolutional autoen-
coder. The feature vector of the test image is then compared to the feature vectors
of the images in the training set using the Euclidean distance. The viewpoint la-
bel of the training image corresponding to the smallest feature vector distance is
returned as the predicted viewpoint. This classification method yields an accu-
racy Acc% = 57.78% and a median error MedErr = 23.50. Thus nearest neighbor
classifier gives better results than the regression model. However, the performance

remains relatively poor.

Moreover, we investigate a CNN-based classification model. Like the CNN-based
regression model, we leverage transfer learning to build the classification model. We
use the Inception-V3 model which was pre-trained on ImageNet as a base model.
This base model extracts useful features from the images. The features extracted
are then passed through a classification block made of fully-connected layers. The
output layer is a fully-connected layer with 360 neurons corresponding to the number
of viewpoint classes. The whole classification model is fine-tuned on the training
data of DRRs by minimizing a cross-entropy loss. This CNN-based classification

model gives similar results to the NN classifier with an accuracy Acca = 56.11%
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and a median error MedErr = 19. One limitation of this model is that it classifies
the viewpoints independently, which does not take into account the continuity of

the viewpoint space.

1.3.3 Geometry-aware classification

The CNN-based viewpoint classification model proposed in Chapter 4 is trained on
a cross-entropy loss that requires the viewpoint classes to be one-hot encoded. The
one-hot encoding labels assign a weight of 1 to the ground truth class and 0 to all
the other classes, as in a normal classification scheme. However, the continuity of
the viewpoint space implies that some viewpoint classes are closer than others. This
specificity of the viewpoint estimation problem is not considered in the cross-entropy
loss with one-hot encoded class labels. In Chapeter 5 we use a soft label encoding
strategy where the weight of the ground truth class is set to 0.2, the weights of
the eight nearest neighbors to the ground truth class (i.e. within 4° to the ground
truth class) are set to 0.1, and the weights of all the other classes are set to 0. We
trained a CNN-based classification model with a weighted cross-entropy loss, where
the weights of the loss are the entries of the soft label vector. We use a pre-trained
model on ImageNet as a base model to extract image features. The base model
is completed with a classification block made of fully-connected layers. The entire
model is fine-tuned end-to-end until convergence. The performance of the model
evaluated on the test set shows the effectiveness of the soft label encoding with
an accuracy Acc% = 76.39% and a median error MedErr = 9. Although the soft
label encoding performs well compared to the one-hot encoding, the fact that the
softening of the label is explicitly defined makes the method application-specific.
This approach might not work well in other cases where the similarity between
viewpoint classes requires a different type of label softening. One alternative to
this explicit softening of the labels is to use a geometry-aware cost function that
implicitly encodes the softening of the labels based on the similarity between the

viewpoint classes.

The geometry-aware loss is a weighted version of the usual cross-entropy cost func-
tion where the weights are defined by the distance between classes. The label weights
are an exponential decay of the angular distance between classes. The hyperparam-
eter in the geometry-aware cross-entropy loss controls the weights of the viewpoint
classes. We trained the CNN-based classification model using the geometry-aware
loss. This model gives a similar performance to the model trained with the soft-label

encoding with an accuracy Acc% = 75.28% and a median error MedErr = 8.

The CNN-based classification models defined previously are trained using small ran-
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dom translation and in-plane rotation for data augmentation. Since we generate the
training from a CT scan volume, we could also augment the training data with small
out-of-plane rotations as well. However, due to space constraints, it is impractical
to augment the training data with out-of-plane rotations when the training data is
generated offline. Instead, we opt for an online approach where the training data is
generated on the fly before each training iteration. This allows us to implement the
out-of-plane rotation data augmentation without having to store all the augmented
images. Given that the data generation is coupled with the model training, we re-
quire a fast data generation method to keep the training process tractable. Hence we
use the FVR method for the online data generation. We train the geometry-aware
classification model with the online data generation method and out-of-plane rota-
tion data augmentation. The results show that the out-of-plane data augmentation

improves the performance of the model with accuracy Acc% = 81.94%.

In the previous experiments, the training data was generated from a single CT
volume. We use a different CT scan to generate the test data. To improve the
generalization power of the model, we extend the training data by generating the
DRRs from multiple CT scans. Since these CT scans are taken from different persons
who might lie on the imaging table in slightly different orientations, the viewpoint
labels become noisy. In fact, the same viewpoint class might correspond to a slightly
different orientation from one patient to another. Since the patients have different
shapes and sizes, they might appear shifted in the images compared to other patients.
This increases the variability in the dataset. To capture the shifting in the images
and the varying patient size, we implement translational cropping data augmentation
with different translation ranges. The effect of input image size on the model’s
performance is also investigated. Despite the noisy labels, the model trained using
data generated from the multiple CT scans performs well with an accuracy Accz =
80.45%.

In addition to the augmentation done during training, we also investigate a test-
time data augmentation strategy where each test image is augmented with small
horizontal and vertical translations. The model predicts a candidate viewpoint for
the original test image as well as its transformed versions. The predicted viewpoint
is derived from the candidate predictions via aggregation or a confidence scoring
process. We use an average scoring method proposed by Krizhevsky et al [12].
We compare this aggregation technique to a couple of confidence scoring methods
based on the entropy and an autoencoder confidence score. The entropy-based
confidence scoring method proves to be the most effective approach with an accuracy
Acen = 83.68%.
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1.3.4 3D viewpoint estimation

We extend the viewpoint estimation task to full 3D rotation estimation in Chap-
ter 6. Several 3D rotation representation methods are investigated, particularly the
Euler angle and the quaternion representations. The Euler angle representation is
made of three independent rotation angles around each axis of the Cartesian coordi-
nate system. For the 3D viewpoint estimation, we train a CNN-based classification
model that predicts the three rotation angles simultaneously. The results show that
the rotation angle around the longitudinal axis is the most difficult for the model
to predict. A better alternative to the Euler angle representation is the quater-
nion representation. Unit quaternions are used to represent 3D rotation efficiently.
The quaternion representation allows a nice interpolation of 3D rotation, which can
be beneficial to a regression model. Hence we investigate the performance of the

viewpoint estimation models using regression and classification models.

We propose a CNN-based regression model using a quaternion representation. This
model uses a pre-trained CNN model for image feature extraction. The extracted
features are passed through a regression block made of fully-connected layers. The
output of the model is an FC layer with four neurons representing each of the four
entries of the unit quaternion vector. The whole model is fine-tuned end-to-end by
minimizing a loss that measures the distance between the predicted quaternions and
the ground truth quaternions. The model is trained on a set of DRRs generated
at sampled quaternions on the viewpoint space. We investigate the influence of
the number of sampled quaternions on the performance of the viewpoint regression
model. The results show that the performance of the model improves with a higher
number of sampled quaternions. However, the performance plateaus after a certain
number of samples. The quaternion representation significantly improves the per-
formance of the viewpoint estimation model, with an accuracy Acc% = 91% for 5000

sampled unit quaternions.

We also investigate a CNN-based classification model using the quaternion repre-
sentation. We define the classes by sampling unit quaternions uniformly on the
viewpoint space. In general, a high number of viewpoint classes leads to better
performance since the viewpoint space gets denser, which reduces the misclassifica-
tion error. However, as the number of classes increases the model parameters also
increase, which can make the model difficult to train. We experiment with different
numbers of viewpoint classes. The classification model is fine-tuned on the dataset
of DRR using a geometry-aware loss that takes into account the distance between
viewpoint classes. This classification model gives a comparable performance to the

regression model, with an accuracy Accz = 92%.
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1.3.5 Viewpoint estimation for natural images

We investigate how the proposed viewpoint estimation methods for medical im-
ages perform on natural images in Chapter 7. The PASCAL3D+ dataset, made
of twelve object categories with viewpoint annotation, is used to train CNN-based
classification and regression models for viewpoint estimation. Several data aug-
mentation techniques such as pose jittering [50] and synthetic data are used. The
PASCALS3D+ is initially labeled using an Euler angle representation. We convert
the Euler angles to unit quaternions. We then train CNN-based classification and

regression models using the unit quaternion representation.

The regression model uses a VGG-16 model pre-trained on ImageNet for image
feature extraction. The features extracted are passed through a regression block.
The entire network is fine-tuned on the PASCAL3D+ dataset. The results show
that the CNN-based regression model gives comparable performance to the baseline
method. Moreover, we train a classification model on the PASCAL3D+ dataset
using the quaternion representation. We define the viewpoint classes by sampling
uniformly unit quaternions on the viewpoint space. Each training image is assigned
to the closest viewpoint class. We investigate two types of classification models:
a category-specific model and a global model. For the category-specific models,
we train one CNN model for each object category. On the other hand, the global
model is trained to predict the viewpoint regardless of the object category. The
results prove that the category-specific model performs better than the global model.
However, the category-specific model has a higher computational cost than the global

model.

1.4 Contributions

The main contributions of this project can be summarized as follows:

e An efficient implementation of the Fourier volume rendering (FVR) to gener-
ate a dataset of digitally reconstructed radiographs that are used to develop

viewpoint estimation methods for medical images.

e A geometry-aware classification model for viewpoint estimation from 3D CT

scans.

e A combination of a quaternion representation and geometry-aware classifica-

tion for 3D viewpoint estimation.

e Publications:
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1. A. Hounkanrin, P. Amayo, and F. Nicolls. “Content-Based Medical
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1.5 Thesis outline

In Chapter 2 we give a brief background theory of the concepts that are necessary
for a good understanding of the methods presented in this thesis. We first discuss
the theory of neural networks. In the second part of the chapter we present the
literature review, where the most relevant works in the literature are discussed. We

particularly focus on work on learning-based viewpoint estimation.

Chapter 3 presents the methods used to generate the dataset for viewpoint estima-
tion from a set of CT scan volumes. A dataset with accurate viewpoint annotation is
required to train the viewpoint estimation models. Given the lack of such a dataset,
we generate a dataset of digitally reconstructed radiographs (DRRs) with viewpoint
annotations from the C'T volumes. To simplify the data generation process, we only
consider orthogonal projection methods instead of fan-beam projection. Two data
generation methods are used: additive projection (AP) and Fourier volume render-
ing (FVR). Additive projection provides an effective technique to generate DRRs
with viewpoint labels from CT volumes. However, this method is computationally
expensive since it requires the rotation of a 3D volume before the 2D image corre-
sponding to a given viewpoint can be generated. Fourier volume rendering offers a

more computationally efficient alternative.

In Chapter 4 we present the methods proposed for 1D viewpoint estimation. Since
the viewpoint space is continuous by nature, we first investigate regression-based
methods. We develop a regression model based on a convolutional neural network
(CNN). The regression model does not perform well for the 1D viewpoint estimation
task. We then propose classification-based viewpoint estimation methods. To estab-
lish a baseline, we use a k-nearest neighbor classification model. We then investigate
CNN-based classification models. In general, the classification models perform bet-

ter than the regression ones. In particular, the CNN-based classification models give
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the best performance on the 1D viewpoint estimation task.

In Chapter 5 we present a geometry-aware classification method to deal with the
continuous nature of the viewpoint space. The circular distribution of the viewpoints
makes some classes closer than others. For the classification models presented in
Chapter 4, the images are classified independently without regard to the similarity
between classes. In this chapter, we first propose a label softening strategy whereby
similar classes to the ground truth viewpoint are assigned non-zero weights accord-
ing to their proximity to the ground truth viewpoint. This approach significantly
improves the performance of the classification-based viewpoint estimation model.
We then use a more general method that incorporates label softening into a geo-
metric structure-aware cost function. This approach gives a similar performance to
the label softening strategy and has the advantage that the label softening can be
adjusted depending on the application.

In Chapter 6 we generalize the problem to three-dimensional viewpoint estimation.
We explore different representation methods for 3D rotations, notably the Euler
angle, axis-angle, and quaternion representations. The quaternion representation
proves to be more effective for 3D viewpoint estimation than other methods. We
propose CNN-based classification and regression models to predict 3D viewpoints.
In particular we combine the discriminative ability of CNN models and the effi-
cient viewpoint representation of unit quaternions to develop CNN-based viewpoint

classification models using the unit quaternion representation.

In Chapter 7 we investigate how the methods proposed for viewpoint estimation in
medical imaging generalize to natural images. We use CNN-based regression and
classification models to solve viewpoint estimation on the PASCAL3D+ dataset.
The performance of the proposed methods on PASCAL3D+ shows that their appli-

cation is not limited to medical imaging.

We conclude the thesis in Chapter 8 with a summary of the contributions of the

work and a proposition of possible research avenues.
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Chapter 2
Background and related work

This work investigates various methods for viewpoint estimation in medical imag-
ing. In particular, we develop deep learning models to predict the viewpoint of 2D
projections of a human body from 3D CT scans of the body. The proposed methods
rely on the successful application of deep learning models to viewpoint estimation
in medical imaging. It is therefore necessary to present the relevant theoretical no-
tions used. The first part of this chapter is dedicated to the presentation of the
background information. Moreover, to give some context to the project, we review
the related work.

Since the methods proposed are primarily based on deep learning models, we present
a theory of neural networks in Section 2.1. A mathematical formulation of the
viewpoint estimation problem is presented in Section 2.2. This is followed by the
presentation of the related work. Section 2.3 is dedicated to the methods proposed
for viewpoint estimation in medical imaging. We present a literature review on
2D/3D image registration in Section 2.4. We then discuss the state of the art in
viewpoint estimation for natural images in Section 2.5. We conclude the chapter in

Section 2.6 with a summary of the work presented.

2.1 Neural networks

In recent years, predictive models based on neural networks have become the de
facto method for solving computer vision problems. The growing popularity of these
methods is due to the fact that, in many instances, neural network methods (and
convolutional neural networks in particular) have proved to be more effective than
classical computer vision methods that rely on hand-engineered feature extraction.
It is therefore not surprising that we opt for CNN-based methods in this work.

In this section, we present the foundations of neural networks from the earliest
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architectures to state-of-the-art methods based on CNN models. We present the
general architecture of a CNN model as well as a few examples of CNN models that
are known to be effective at solving computer vision problems. We also discuss the
optimization methods that are used to train a CNN model. We finally discuss the

evaluation methods and machine learning libraries used to implement CNN models.

2.1.1 Multi-layer perceptron

The multi-layer perceptron (MLP) is the simplest neural network and is made up
of at least three layers: an input layer, one or more hidden layers, and one output
layer. The MLP is a feedforward neural network, i.e. the data flow in the network
is unidirectional: from the input layer to the output layer. One particularity of the
MLP model is that all these layers are fully connected. Thus, each neuron in a fully-
connected (FC) layer is connected to all the neurons of the preceding layer, resulting
in a dense connection of neurons. For this reason, the FC layers are also called dense
layers. Each layer of the MLP model is a parametric function that maps its inputs
to some output values. Since the architecture of an MLP model is organized such
that the output of a given layer is used as the input to the following layer, the
mapping from one layer to the following layer can be regarded as an intermediate
function. The function mapping the inputs to the last layer is the composition of
the successive intermediate functions. Figure 2.1 shows the architecture of an MLP

model with two hidden layers.

Input Layer € R8 Hidden Layer € R8 Hidden Layer € RS Output Layer € R#

Figure 2.1: Architecture of an MLP model with four layers.

This architecture has a directed and weighted graph structure, where the nodes
represent the neurons of the model and the weights of the edges are the parameters
of the MLP model. If all the intermediate functions of the model presented in

Figure 2.1 were linear mappings, the resulting function would also be linear since
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the composition of linear maps is again a linear map. Consequently, the hidden
layers would become useless and the model would reduce to just two layers: an
input and an output layer. To avoid this problem, the outputs of the hidden layers

are passed through non-linear activation functions.

Non-linear activation functions

The raw output from a given neuron in the MLP model is the weighted sum of the
outputs of all the nodes in the preceding layer. Since this is a linear map, the raw
output of the neuron is passed through a non-linear function, called an activation
function. The presence of this non-linear activation function is necessary to preserve
the architecture of the model. The logistic functions are the most common activa-
tion functions for MLP models. Figure 2.2 shows two examples of these activation

functions: the hyperbolic tangent (tanh), and the sigmoid function.
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Figure 2.2: Sigmoid activation (left) and hyperbolic tangent (right) activation func-
tions.

The tanh activation function is defined by

e’ —e”
tanh = — 2.1
anh(e) = S (2.1)
and is in the range (—1,1). The sigmoid activation function is defined by
(0) =10 (22)
o(x) = :
1+e

and has range (0,1). Thus, in addition to preserving the architecture of the model,
these activation functions constrain the output values to bounded ranges. One major
inconvenience of this is that the neurons are subject to saturation, i.e. the output

of the activation function becomes asymptotic for large and small input values.

The non-linear activations allow the model to learn non-linear maps, to separate
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data that are not linearly separable. Furthermore, the presence of non-linearity
ensures that the model has hidden layers, which makes it more powerful according to
the universal approximation theorem [32]. In essence, the universal approximation
theorem states that any continuous function can be approximated, to arbitrary
precision, with a feedforward neural network with at least one hidden layer and a

sigmoid activation function.

Training an MLP model involves fitting it to the input data by adjusting its pa-
rameters. This training is done by gradually updating the model’s parameters such
that some error function is minimized. Since neurons in an MLP model are densely
connected, the number of parameters to train grows exponentially with the number
of layers. It becomes difficult to train such models since the optimization takes
longer and requires more data to learn from. Convolutional neural networks offer a

more efficient alternative to MLP models.

2.1.2 Convolutional neural networks

Convolutional neural networks (CNNs) have become the most common method used
to solve computer vision problems. A CNN has similar functioning principles to the
MLP model. However, CNN architectures are in general more efficient than fully
dense networks thanks to the parameter sharing strategy used in CNN models.
Similar to MLP models, the architecture of a CNN model is organized such that the
output of one layer is the input to the following layer. Figure 2.3 shows the general
architecture of a CNN model. CNN models mainly consist of three types of layers:

convolutional layers, pooling layers, and fully-connected layers.

INPUT C1; feature maps €3: feature maps
EELERS 6@28x28 52: feature maps  16@10x10

54:f. maps C5:layer gg:layer OUTPUT
6@14x14

16@ 555 120 84 10

GAUSSIAN
CONMECTIONS

| FULL
CONVIOLUTIONS SUBSAMPLING CONVIOLUTIONS SUBSAMPLING CONNECTION

Figure 2.3: Architecture of LeNet-5 [13].

Convolutional layers

The convolutional layer is the main layer of the CNN model. This layer extracts
features from an input image using a set of convolution filters also called kernels.
In general, convolution filters are 2D arrays of parameters that are convolved with
the input image to generate a feature map. In convolutional layers, convolution

kernels are applied to inputs to extract feature maps. These feature maps can be
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passed to another convolution layer to extract higher-level features. A feature map
is generated by moving a convolution kernel across the input and performing the
convolution operation at each location of the kernel. The convolution operation
computes a weighted sum of the input feature map at each location of the kernel.
Since this operation is linear, convolutional layers are usually followed by a non-
linear activation function to introduce some non-linearity into the model and allow

it to learn non-linear maps.

Pooling layers

The outputs of the convolution layers are feature maps with relatively high dimen-
sions. Since the convolution kernel is applied to the feature map of the preceding
layer, a high-dimensional feature map increases the computational cost of the convo-
lutional operation. To reduce the size of the feature maps, the convolutional layers
are usually followed by pooling layers. Pooling layers are non-parametric layers us-
ing a pooling kernel to extract salient features and aggregate features from the input
feature map. The most common types of pooling layers are the max-pooling and the
average-pooling layers. The max-pooling layer uses a sliding kernel to extract the
maximum value from a patch in the input feature map. Thus max-pooling allows the
extraction of the most salient features from a local region in the input feature map.
Similarly, average-pooling uses a sliding window to extract the average value from
local patches in the input feature map. This results in a feature map made of local
aggregation of the input feature map. Thus, the pooling layers not only make the
CNN models more computationally efficient but also extract more powerful features

from the convolutional layers.

Fully-connected layers

The last part of a CNN model architecture is often made of fully-connected (FC)
layers, also called densely-connected layers. The FC layers have a similar structure
to the MLP model. An FC layer is made of a set of neurons that are connected to
all the neurons in the previous layer. The purpose of the FC layers is usually to clas-
sify /regress the features extracted by the convolution layers and the pooling layers.

The output of each FC layer is passed through a non-linear activation function.

Activation functions

Like in MLP models, the tanh and the sigmoid activation can be used. However,
the saturation of these activation functions (asymptotic for large and small input
values) is a big inconvenience for deep CNN models. In effect, the saturation of

neurons prevents the flow of the gradients through the network. This is known
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as the vanishing gradient problem, whereby the gradients of lower layers become
negligible. The vanishing gradient problem prevents the model from learning the
weights of the lower layers since their gradients are close to zero, and the weights are
hardly updated during training. To avoid the vanishing gradient problem, other non-
linear activation functions are used for CNN models. The most common non-linear
activation function for CNN models is the rectified linear unit (ReLU) activation
function [64] defined by

0 ifx <0
f(z) = max(0,x) = (2.3)
x ifx > 0.

This function sets the negative feature values to zero and applies an identity map to
the positive values. The ReLU is a non-saturating activation function for positive
input values, which mitigates the vanishing gradient problem. Other variants of
this activation function are proposed in the literature. Most notably, the Leaky-
ReLU [55] is defined by

ex ifx <0
g(x) = max(ex,z) = (2.4)
r ifx >0,

where € < 1. The Leaky-ReLLU is a modification of the ReLLU which prevents the
negative feature values from being discarded. Figure 2.4 shows the graphs of the

ReLU activation function and the Leaky-ReLU activation function for € = 0.05.
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Figure 2.4: ReLU (left) and Leaky-ReLU (right) activation functions.

2.1.3 Optimization of CNN models

CNN model parameters are often initialized randomly. These parameters need to

be adjusted to fit the training data through an optimization process.
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Objective functions

The objective function of a CNN model is called a cost or loss function. The loss
measures the distance between the predicted output and the expected output. In a
supervised learning setting, the expected output is given by the labels of the input.
There are several loss functions that can be used to train a CNN model, depending
on the specific application. For classification tasks, one of the most common cost

functions is the cross-entropy loss. The cross-entropy loss is defined by

N
CF = — Z yilog(pi), (2.5)
i=1

where N is the number of classes, y = (y;)1<i<n is a one-hot-encoded label vector,
and p = (pi)1<i<n is the output probability vector. This cost function measures
the distance between the input and the output labels, assimilated to probability
distributions. The mean square error is another common loss function that is used

to optimize regression models. This loss function is defined by
|
SE - - T Ai 2, 26
MSE =5 > (=3 (26)

where y; and 7; are the expected and the predicted output values respectively. The
MSE loss measures the average distance between the target value and the predicted
value. These cost functions serve at guiding the CNN model to make better predic-

tions using an optimization algorithm.

Optimizers

Optimizers are used to train a CNN model. Most of these optimizers are variants of
the stochastic gradient descent (SGD) [39] algorithm. The SGD optimizer minimizes
the cost function by iteratively updating the model’s parameters in the negative
direction of their gradients. Let W; be the state of the model parameters at iteration
1. Then the state of the parameters at the next iteration using a vanilla SGD

optimizer is obtained by

where L; is the loss at iteration ¢ and 7 is the learning rate. Thus the SGD op-
timizer relies on the computation of the gradient of the loss function with respect
to each parameter in the model. With the large number of parameters in a neural
network, this computation could become computationally prohibitive without an
efficient method for calculating the gradients. The backpropagation algorithm [72]

is used to compute the gradients efficiently. Backpropagation uses the chain rule for
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differentiation to compute the gradients from the output layer to the input layer.
Thus the gradients are propagated backward through the network. There are other
optimizers used to train neural networks such as the Adam optimizer, the Adagrad
optimizer, the Adadelta optimizer, and the RMSprop optimizer. Although some
of these optimizers are more effective in specific applications than others, they all

share the same basic principle as the SGD optimizer.

Training

Training a neural network is the process of minimizing the cost function by itera-
tively updating the parameters of the model. The training process starts with the
initialization of the model’s parameters. This initialization can be done randomly
to train the model from scratch or from a pre-trained model for transfer learning.
At each iteration, the network makes predictions on the input, and the distance be-
tween the prediction and the ground truth is evaluated by the cost or loss function.
The gradient of the loss function with respect to each trainable parameter is then
calculated via back-propagation and the parameters are updated using a gradient
descent optimizer. The data is often divided into three sets: the training set, the
validation set, and the test set. The training set is used to update the model pa-
rameters, while the validation set is used to monitor the performance of the model
during training. The validation set also serves to select the best model after train-
ing. The generalization ability of the model selected model is then evaluated on the

test set.

Over/under fitting

The success of the training process depends not only on the model (architecture) but
also on the data. When the model does not have enough parameters, it cannot learn
patterns in the dataset. The model is said to underfit the training data. On the order
hand, a model that has a high number of parameters would be able to learn from the
data. However, a model with too many parameters risks to overfit the training set.
Overfitting occurs when the model learns not only the discriminative patterns in
the data but also the noise, in an attempt to minimize the loss function. A classical
method to prevent the model from overfitting is the early stopping strategy, whereby
the training is halted as soon as the performance of the model on the validation
set stops improving. Other approaches to prevent overfitting include the use of

regularization techniques to constrain the optimization.
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Regularization

Regularization techniques are methods used to constrain neural network learning
and prevent it from overfitting the training data. Regularization is often achieved
by modifying the loss function (L.1/L2 regularization), by implicitly changing the
model architecture during training (dropout regularization), or by changing the

target label encoding (label smoothing regularization):
e L2 regularization

This regularization is achieved by appending an additional term to the loss
function. The additional term is often a multiple of the L2 norm of the model
parameters. Given a model with weights W, the cross-entropy loss can be

modified with L2 regularization as

N
L==> ylog(p:) + MW], (2.8)
=1

where ||[W]| is the L2 norm of the weights and A is a hyperparameter that
controls the regularization term. With this regularization, the loss increases
with the norm of the model weights. Thus the effect of this regularization is
to favor weights with small values at the expense of weights with large values.
In other words, this regularization implicitly reduces the complexity of the

model, which reduces the risk of overfitting.
e Dropout regularization

Dropout reduces the complexity of the model during training by dropping
out a random set of neurons in a given layer at each training iteration. This
improves the robustness of the model to noise in the data. However, the
dropout is not applied during inference in order to use the trained model at
full “capacity”. Using dropout during inference would introduce randomness

into the prediction process, which is not desirable.
e Label smoothing regularization

This regularization is often used in classification models. Label smoothing
regularization (LSR) [¢1] replaces the one-hot-encoded target vectors with a
noisy version of these labels. In effect, when trained with one-hot-encoded
labels, the model tends to become “over confident” with its prediction (by
assigning 100% prediction score to one class and 0 to the other classes). Let

y be a one-hot-encoded label vector for a N-class classification task. We can
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apply LSR to y to obtain a smoother version of y defined by

y=(1-ay+ 5 (2:9)

With this regularization, the probability of the ground truth class is 1 —e+ .
This prevents the model from overfitting by scattering logit scores across many

classes.

2.1.4 Evaluation metrics

After training, the performance of the CNN model is evaluated on the test set.
There are several evaluation metrics such as accuracy, precision, recall, and F1-
score. The choice of the evaluation metric depends on the application. Consider a
binary classification problem. We can use the confusion matrix and the accuracy as

evaluation metrics:
e Confusion matrix

For a binary classification problem the confusion matrix has two rows and two
columns. Using the rows to represent the ground truth and the columns for

the predictions, the confusion matrix is presented in Table 2.1.

Table 2.1: Confusion matrix for binary classification. TP is the number of true
positives, TN is the number of true negatives, FP is the number of false positives,
and FN is the number of false negative instances.

Positive | Negative
Positive | TP FP
Negative | FN TN

e Accuracy

The accuracy measures the proportion of correct predictions. The accuracy is

defined by
TP+ TN

T TP+ FP+TN+FN’

In general, the accuracy is effective at measuring the performance of the model

Ace (2.10)

when the dataset is balanced. However, when the data is unbalanced the
accuracy could be misleading. In effect, a model could have a high accuracy
by predicting the dominant class correctly and ignoring the rare class. Other
evaluation metrics such as precision, recall, and F1-score are often used as an

alternative to the accuracy when the data is unbalanced.
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2.1.5 State-of-the-art CNN models

Training a CNN model from scratch requires a lot of data which is not always
available. In applications such as medical imaging, where the size of the training
data is limited, it is beneficial to use the transfer learning strategy. For transfer
learning, model weights are initialized with the weights of a pre-trained CNN model.
There are several state-of-the-art CNN models that can be used to initialize a new
model for transfer learning. In this section, we review the architectures of a few
CNN models in the literature.

AlexNet

AlexNet was proposed by Krizhevsky et al. [12] for object classification on the Im-
ageNet challenge in 2012. The architecture of the AlexNet model is presented in
Figure 2.5. This model uses a set of five convolution layers with a ReLU activa-
tion function. Some of the convolution layers are followed by a pooling layer to
reduce the resolution of the feature maps. Three fully-connected layers are used
to classify the features extracted by the convolution layers. AlexNet outperformed
competing methods at the ImageNet challenge by a significant margin. The success
of AlexNet inspired many researchers who proposed improved CNN models using

the same principles as AlexNet.
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Figure 2.5: Architecture of AlexNet [12].

VGG

The VGG model was proposed by Simonyan and Zisserman [78]. There are several
variants of the VGG model. The architecture of VGG-16 is illustrated in Figure 2.6,
and is similar to the AlexNet model. However, VGG-16 uses smaller kernel sizes

and a deeper network made of 16 layers.

Inception

Szegedy et al. [20] proposed the Inception model for object recognition. The particu-

larity of this model is the use of a stack of modules for feature extraction. Figure 2.7
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Figure 2.6: Architecture of VGG-16.

illustrates the architecture of inception modules. The stack of inception modules is

followed by max-pooling layers to reduce the resolution of the feature maps.

Filter
concatenation
3x3 convolutions 5x5 convolutions 1x1 convolutions
1x1 convolutions A A A
1x1 convolutions 1x1 convolutions 3x3 max pooling

Previous layer

Figure 2.7: Architecture of the Inception module [$0].

2.1.6 Machine learning libraries

Machine learning (ML) models such as CNN are usually implemented using libraries
specifically developed for machine learning. Currently, the two most widely used
libraries in ML and deep learning, in particular, are TensorFlow [1] and PyTorch [60].
In this work we use the TensorFlow library to implement the methods proposed.

However, the methods proposed are not dependent on the library used, and any of
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the other ML libraries could have been used.

2.2 The viewpoint estimation problem

A 2D image of an object is essentially a projection from a three-dimensional space to
a two-dimensional space. The image resulting from this projection depends on the
position of the camera and the direction of the projection. In particular, in medical
imaging, a 2D X-ray is a projection of a three-dimensional body part into a 2D image
plane. The pose of the body part in the X-ray image obtained depends not only on
the position of the X-ray source with respect to the body but also on the orientation
of the body. Given an image resulting from the projection of a 3D object, the
viewpoint estimation task aims at predicting the parameters of the camera (position
and orientation). In a Cartesian coordinates system, the position is defined by
the coordinates (x,y, z) of the camera and the orientation is defined by the angles
(0.,0,,0.), representing the rotation angles around the z, y, and z axes, respectively.
Thus the viewpoint of the object is defined by six parameters (z,y, 2,6,,6,,0,). In
this work, we focus on the estimation of the orientation parameters (6,,86,,6,).
Moreover, we assume that the 2D images are generated from a 3D volume using

orthogonal projection.

2.3 Viewpoint estimation from medical images

Early methods proposed in the literature for viewpoint estimation in medical imag-
ing focus on the identification of standard X-ray image views (frontal and lateral)
or very coarse in-plane rotation orientations. An illustration of the frontal and
lateral chest radiograph views is illustrated in Figure 2.8. This simplifies the view-
point estimation problem to a binary classification problem. This formulation of the

viewpoint estimation problem ignores the intermediate views.

Boone et al. [5] used a neural network-based classification model to recognize chest
X-ray image views by discretizing the viewpoint space into four bins. They used the
frontal X-ray image as a reference view, which was rotated at 90 degrees intervals
to generate three more views. Furthermore, each of the four views obtained by ro-
tating the reference view was mirrored to generate four additional views. They then
formulated the viewpoint estimation problem as an eight-class classification task.
The proposed neural network is an MLP model with one hidden layer. The MLP
model takes hand-engineered feature vectors of length 62 obtained by projecting the
X-ray image pixel values horizontally and vertically. This method performs well on

the chest radiograph dataset used (with an accuracy of 99.4%). However, this result
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Figure 2.8: Frontal and lateral views of a chest X-ray image.

cannot be generalized since the viewpoint bins are very coarse, which makes the
different classes very distinct and easy to classify. In addition, the method proposed

by Boone et al. only applies to in-plane rotations of the X-ray images.

Similar to the method proposed by Boone et al. [5], Pietka and Huang [69] pro-
posed a technique to predict the orientation of chest radiographs by identifying the
orientation of the spine in the images. They used four different orientations of the
chest X-ray images, and their mirrored images. A pixel profile analysis of the im-
ages was used to identify the orientation of the spine, which was subsequently used
to determine the orientation of the image. The image was then rotated to match
the orientation of the closest of the eight standard views. The authors reported an

accuracy of 95.4% on their test dataset.

An automatic identification of chest radiographs method was also proposed by
Arimura et al. [2]. They used a template matching technique to classify frontal
and lateral views of chest X-ray images in a picture archiving and communication
system (PACS). They defined nine templates (three for frontal views and six for lat-
eral views) for patients of different sizes. Each template was obtained by averaging
all images of the same view from patients of similar size in the training set. During
inference, the correlation between a test image and all nine templates is calculated.
The test image is then assigned the view of the template with the highest correlation.
The authors reported an accuracy of 100% on the test set. However, the proposed
method only solves the binary classification of frontal and lateral chest images. This
is arguably the simplest version of the viewpoint estimation problem since it only
deals with two classes. In addition, the template matching method used identifies
the image views in steps, which is time-consuming and undesirable, particularly in

medical applications where real-time inference is preferable.

Lehmann et al. [15] proposed a simplified and more computationally efficient method
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than the one proposed by Arimura et al. They used a k-nearest neighbor (kNN)
classifier to identify frontal and lateral chest radiographs in the IRMA dataset [10].
They defined template images for the frontal and lateral views by averaging cor-
responding views in the training data. At inference time, the distance between a
test image with the template was evaluated using several distance metrics such as
the Euclidean distance, the correlation coefficient, the correlation function, and the
tangent distance. Each of these distance metrics was then used to find the near-
est neighbor to the test image among the standard views. The proposed method
achieved a classification accuracy of 99.6% on the test set. Although more efficient
than the approach of Arimura et al. [2], the method proposed by Lehmann et al. [15]

only focuses on the standard views and does not deal with the intermediate views.

Boone et al. [1] used a multi-layer perceptron (MLP) model for a binary classification
of lateral and frontal chest X-ray images. The proposed MLP model has one hidden
layer with a sigmoid activation function. They reported a classification accuracy of
98.8% on the test set.

Kao et al. [35] used image projection profiles to identify frontal and lateral chest
X-ray images. They computed the body symmetry index and the image background
index from the projection profiles. These two indices were then used to classify the
frontal and the lateral views in a dataset of chest radiographs. They reported an

area under the receiver operating characteristic (ROC) curve of 0.993.

Luo et al. [53] used Bayesian inference to classify frontal and lateral chest X-ray
images. In contrast to previous methods where features are extracted from the whole
image, Luo et al. proposed to extract the features from regions of interest (ROI) in
the images. The use of ROIs in place of the whole image makes their method more
robust to the diversity in patient sizes. The authors reported a recognition accuracy
of 98% on their test set.

A method to distinguish between the two types of frontal views (anteroposterior
and posteroanterior) was proposed by Kao et al. [36]. They used three features to
classify the anteroposterior (AP) and posteroanterior (PA) chest views: the index
of radiolucence in the lung, the index of the tilt angle of the clavicle and the index
of the tilt angle of the scapula. A linear combination of these three features was

found to be the most effective feature, with an area under the ROC curve of 0.979.

Xue et al. [91] used a support vector machine (SVM) classifier to distinguish frontal
views from lateral views in chest X-ray images. Features based on image profile,
body size ratio, and pyramid of orientation gradients [6] were used as input for the

SVM classifier. The proposed method was reported to have a classification accuracy
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of 99%.

Fang et al. [20] extended the standard view identification to other body parts. They
proposed a CNN-based classification model pre-trained on ImageNet to classify X-
ray images into lateral, frontal, or oblique views for several body parts (chest, ribs,
ankle). They reported an accuracy of 90% on the test set. Similar to previous work
in the literature, the method proposed by Fang et al. does not take into account

intermediate views for general viewpoint estimation.

Salehi et al. [75] proposed a more general pose estimation method. They proposed
a CNN-based regression model for 3D pose estimation of fetal brain MRI scans.
They parametrized the 3D pose using the axis-angle representation, where the 3D
rotation is represented by a vector and a rotation angle around the vector. The CNN
model is trained using a loss composed of the mean square error (MSE) and the
geodesic distance between rotations. The estimated pose from the regression model
is subsequently used as initialization for image registration. This pose estimation
method is more general than the other methods proposed in the literature since it is
not restricted to particular views. In this work we propose a more general method
to the one proposed by Salehi et al. that estimates the viewpoint of the human
body from a computer tomography (CT) scan. We investigate regression as well
as classification methods for the viewpoint estimation problem. Moreover, different

viewpoint representation methods are investigated.

2.4 2D/3D image registration

The problem of viewpoint estimation is closely related to the one of image registra-
tion, which aims to find the geometric transformation that aligns a moving image to
a reference image. An image registration system has two types of inputs: a moving
image and one or more reference images. The transformation bringing the two input
images to the same reference frame is typically determined by an iterative optimiza-
tion process. This process starts with an initial guess of the transformation that is
applied to the moving image, and the resulting image is compared with the reference
image using some similarity metric. The transformation is then updated iteratively
until the moving image is aligned with the reference image, or the similarity of the
two images is within an acceptable threshold. In the particular case of 2D /3D regis-
tration, the reference image is often an intra-operative X-ray image and the moving
image is a pre-operative CT volume. The goal of the 2D /3D image registration task
is then to find the best geometric transformation that aligns the 3D volume with
the X-ray image for better patient positioning in image-guided interventions. In this

section we review some relevant works in 2D /3D image registration. We review the
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conventional method where the registration problem is solved as an iterative pro-
cess, followed by the learning-based methods which attempt to solve the problem at

once.

2.4.1 Conventional image registration

Russakoff et al. [73] proposed an algorithm to align a 3D pre-operative CT scan with
a pair of 2D X-ray images. The registration method proposed aims to find the opti-
mal rotation and translation parameters that bring the CT volume and each X-ray
image to the same reference frame through a nearest neighbor optimization process.
At each iteration of the registration process, DRRs corresponding to the current
transformation parameters are generated using the attenuation fields method. The
similarity of the DRRs generated with the corresponding X-ray images is measured
using the mutual information similarity metric. The transformation parameters are
then updated such that the similarity between DRRs and X-ray images is increased.
This process is repeated until convergence and the transformation parameters corre-
sponding to the optimal pose of CT volume are returned. The optimal transforma-
tion is then applied to the CT volume to align it with X-ray images. To reduce the
registration time, only a region of interest (ROI) of size 200 x 200 in the X-ray image
and the DRRs are used during the optimization process. The reported results show
the effectiveness of the proposed method. However, the result is dependent on the
accuracy of the choice of the ROI, which is done manually and is prone to errors.
Also, given the nearest neighbor optimization strategy used, the convergence of the

algorithm is dependent on the initial pose estimate.

Wein et al. [38] proposed a more efficient intensity-based 2D /3D image registration
method using the gradient of the CT volume. They searched for the pose that
best aligns a CT volume with a 2D X-ray image using an iterative procedure. At
each iteration, the similarity of the DRR corresponding to the current pose of the
CT volume with the X-ray image is computed using the gradient correlation (GC)
similarity measure, which is based on the normalized cross-correlation (NCC) of the
gradients of the DRR and the X-ray image. For computational efficiency, they used a
volume gradient correlation technique where the gradient images are computed from
the gradient of the CT volume. Similar to Russakoff et al. [73], they use an iterative
optimization method based on the best neighbor search strategy. The evaluation of
the proposed method using phantom and patient data show the effectiveness and
efficiency of the method. However, the iterative pose optimation process requires
an initialization close to the ground truth pose (within 20 mm for the translation
parameters and 20 degrees for rotation parameters). Hence, the convergence of

the optimization algorithm is not guaranteed when the initial pose is far from the
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ground-truth pose or when the ground-truth pose is unknown.

Fu and Kuduvalli [22] proposed an intensity-based 2D /3D image registration method
for patient positioning during image-guided cranial radiosurgery. The authors sep-
arate the 3D transformations into two groups: in-plane transformation and out-of-
plane rotations. A different search method is used to find the parameters of each
group of transformations. To accelerate the registration process, DRRs are gen-
erated offline for predefined out-of-pane rotations that cover the range of patient
orientation during patient positioning. The DRRs generated offline are used as ref-
erences for out-of-plane rotations during registration. A multi-phase registration is
used where the in-plane transformation and the out-of-plane rotations are searched
separately using different similarity measures. The in-plane transformations are
initialized using multi-resolution matching while the out-of-plane transformations
are initialized using a one-dimensional search. During the registration process, the
initial transformations are iteratively updated using steep descent minimization for
the in-plane transformations and one-dimensional interpolation for the out-of-plane
transformations. The authors used the sum of squared difference (SSD) as a simi-
larity measure at the early stages of the registration process for its computational
efficiency. The pose estimate using SSD is further refined with another stage of
iterative registration where an optimized pattern intensity, based on the gradient
of the X-ray and the DRR image difference, is used as a similarity measure. The
proposed registration method is used to position a head-neck phantom. The per-
formance of the registration method is evaluated using the result of a fiducial-based
registration as a reference. The results show that the proposed method performs
well when the transformation range is relatively small (£2°). However, the accuracy

of the registration deteriorates when the transformation range increases.

A single-plane 2D /3D registration method was proposed by Pickering et al. [68]. The
3D transformations (translations and rotations) that best align an X-ray image to a
CT volume are determined iteratively using a gradient image registration algorithm.
At each iteration, the estimated transformations are applied to the 3D CT volume,
and a DRR is generated from that pose by summing the voxels of the transformed
volume. Furthermore, a Laplacian-of-Gaussian (LoG) filter is applied to the X-ray
image and the DRR for better edge detection. The sum of conditional variances
(SCV) is used to measure the similarity between the filtered X-ray image and the
DRR. This similarity measure is minimized using the Gauss-Newton optimization
algorithm where the transformations are iteratively updated in the negative direction
of the gradient of the SCV. The registration is performed for various LoG sizes to
increase the displacement of the initial pose from the ground-truth pose for which the

optimization algorithm will converge to the global minimum. This method is used
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to register a CT volume of a tibia and femur with synthetic fluoroscopy generated
from the same CT volume. The results indicate that the proposed method is more

efficient than non-gradient-based registration methods.

Fotouhi et al. [21] proposed an automatic re-initialization method for 2D /3D image
registration using a pose-aware C-arm. An RGB-D camera is rigidly attached to the
C-arm, and a vision-based tracking system is used to track the pose C-arm. The
estimated C-arm pose is subsequently used to initialize the iterative registration
process. At each iteration, a DRR corresponding to the current pose is generated
from a CT volume. The DRR is then compared to the X-ray image acquired with the
C-arm using normalized cross-correlation as a similarity measure. The rigid-body
transformation is determined by maximizing the NCC in an iterative procedure
using the bound-constrained optimization algorithm [70]. The performance of the
automatic re-initialization technique is evaluated using a CT scan of a femur-pelvis
phantom. The results show that automatic re-initialization performs significantly

better than random initialization.

Bier et al. [3] proposed a method for anatomical landmarks detection in X-ray images
acquired from arbitrary viewpoints, which was subsequently used for pose estima-
tion and initialization of intensity-based 2D /3D image registration. They used a
sequential prediction framework organized as a multiple stages network. At each
stage, a belief map of the anatomical landmarks of interest is predicted. The final
landmark detection is obtained by averaging the belief map from all stages. The
proposed method is evaluated on both DRRs and real X-ray images. The reported
results show that the method can accurately detect anatomical landmarks on X-ray
images. The pose derived from the landmark detection result is used to initialize
the registration of 2D X-ray images and CT volume of the pelvis with manually la-
beled anatomical landmarks. The authors reported a good registration performance
using the proposed initialization technique when anatomical landmarks are clearly
visible in the X-ray images and in the absence of surgical instruments in the image.
A drop in performance is observed when images include surgical instruments, and

when landmarks are hidden.

2.4.2 Learning-based image registration

In contrast with common computer vision tasks where deep neural networks have
been largely adopted and are reputed to perform exceptionally well, the deep learn-
ing community seems not to have settled on the best way to apply CNNs for image
registration. In effect, since 2012 with remarkable performance of AlexNet [12] for

object recognition in the popular ImageNet challenge [13], deep neural networks have
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been successfully extended and applied to other tasks such as object detection [71]
and segmentation [10]. Deep learning-based image registration, on the other hand,
is still at an early stage although a few works have proposed methods to apply CNNs

for image registration.

Iterative registration

Early applications of learning methods to medical image registration are a direct ex-
tension of the conventional framework. Thus those methods perform registration in
an iterative manner. A similarity metric is usually learned followed by an optimiza-
tion step where the best transformation is found iteratively. A common strategy
is to formulate the similarity metric learning task as a binary classification (simi-
lar/dissimilar) problem [11, 62]. Lee et al. [11] used a support vector machine-based
regression whereas Michel et al. [62] proposed an Adaboost method. Similarity-
sensitive hashing is proposed by Bronstein et al. [8]. Although these methods show
better results compared to conventional techniques on particular applications, they

lack generalizability.

Zagoruyko and Komodakis [93] proposed to learn the similarity of a pair of images us-
ing different CNN architectures. They used a siamese network made of two branches
with the same architecture and shared weights, a pseudo-siamese network where the
weights of the two architecturally identical branches are not shared, and a 2-channel
network where the input pair is used as a single image with two channels. The
similarity of the pair of images is framed as a binary classification problem: match-
ing and non-matching pairs. The 2-channel network gives better results, showing
improved results for CNN-based similarity metrics over hand-crafted feature descrip-
tors such as SIFT (scale-invariant feature transform) [52] and DAISY [32]. Several

subsequent similar learning methods are based on their work.

Simonovsky et al. [77] proposed a CNN-based similarity metric for multimodal 3D
image registration. They used the 2-channel network introduced by Zagoruyko and
Komodakis [93] to estimate the dissimilarity of two cubic patches of the same size.
The network consists of 3D convolutional layers with non-unit strides, preferred to a
max-pooling operation for better performance. The learned similarity metric is used
to perform deformable image registration on a set of neonatal images with better

alignment than MI-based registration methods.

Cheng et al. [11] proposed a fully connected neural network to learn a similarity
metric for the registration of computed tomography (CT) and magnetic resonance
(MR) head images. They also formulate similarity metric learning as a binary classi-

fication problem (corresponding versus non-corresponding patches). Their network
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is initialized with a stacked denoising autoencoder (SDAE). However, images look
very different across modalities, which makes any attempt to directly learn their
correlation very difficult. To circumvent this, they apply a denoising autoencoder
(DAE) to each imaging modality and then concatenate their high-level feature repre-
sentations. This method shows better results compared to statistical methods such

as mutual information (MI) and local cross-correlation (LCC).

Haskins et al. [30] formulated the determination of the similarity metric for 3D
magnetic resonance (MR) and transrectal ultrasonography (TRUS) rigid image reg-
istration as a CNN-based regression problem. A pair of MR and TRUS images are
fed to a 2-channel network, as proposed by Zagoruyko and Komodakis [93], which
outputs an estimation of the target registration error (TRE). The network consists
of 3D convolutional layers with unit strides. The learned similarity metric is then
inserted into an iterative affine registration pipeline which finds the spatial trans-
formations (translations and rotations) that best align the moving TRUS image to
the MR image. Their similarity metric outperforms statistical methods such as MI

and MIND (modality-independent neighborhood descriptor).

Gu et al. [27] proposed a CNN-based image registration method to improve the
capture range of 2D/3D image registration. At each iteration of the registration
process, a siamese CNN model takes the X-ray image and the DRR corresponding
to the current pose as inputs and predicts the new pose estimate. The poses are
updated following the Riemannian pose gradients. When the CNN model converges,
the pose estimation is refined using conventional intensity-based image registration.
The proposed method is used to register 3D CT volume with DRRs and X-ray
images of the human pelvis. The results show that the method has a wider capture

range compared to intensity-based registration techniques.

Similar to the work of Fotouhi et al.[21], Grimm et al. [20] proposed a method for
automatic pose initialization for 2D to 3D image registration. A neural network is
trained on DRRs generated from CT scans to detect the projections of 3D anatomi-
cal landmarks onto an X-ray image. To reduce the domain gap between real X-rays
and DRRs, the authors used a domain randomization technique where DRRs are
generated using different generators. Post-processing transformations are also ap-
plied to the input image to further increase the variability in the training data. They
use the convolutional pose machine model [37] to detect anatomical landmarks in
the input images. The initial 2D /3D registration pose is determined using a mod-
ified perspective-n-point (PnP) algorithm by minimizing a weighted reprojection
error. The final registration is performed iteratively using Powell’s optimization al-

gorithm [70] with the cross-correlation similarity measure. The registration is done
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in three stages: translation optimization, rotation optimization, and joint transla-

tion and rotation optimization.

Jaganathan et al. [34] proposed a deep learning method for 2D /3D registration by
incorporating the update step of iterative registration methods into a neural network.
The method builds on the point-to-plane correspondence (PPC) method, introduced
by Wang et al. [7], by learning the update operator. The PPC operator is embedded
in a layer of a deep neural network and trained to perform the update operation.
The model is trained by minimizing the mean target registration error (mTRE),
which measures the distance between the ground-truth pose and the predicted pose.
The authors reported an improvement in registration accuracy using the proposed
method.

A self-supervised image registration method was proposed by Jaganathan et al. [33]
to reduce the domain gap between DRRs and real X-ray images and improve per-
formance when models trained on DRRs are tested on real X-ray images. They
used the deep iterative registration network introduced by Jaganathan et al. [34].
An auto-encoder neural network is trained to estimate the correspondences between
DRRs generated from different viewpoints. Furthermore, a transfer network is used
for domain adaptation between X-ray images and DRRs. The proposed method
is trained and evaluated on CT volumes of the thoracic and lumbar regions. The
reported results show an improvement in performance compared to similar methods

without domain adaptation.

One-shot registration

First attempts to apply learning-based methods to image registration focused on
the similarity metric component of the classic registration process. However, these
methods are time-consuming, which is a major drawback in medical imaging ap-
plications where a real-time response is highly desirable. Therefore a new research
direction has emerged, whereby neural networks are used to register images in a

single shot.

Chou et al. [12] used a learning-based 2D /3D image registration method for patient
repositioning. A linear regression model is used to learn a patient position from a
set of projections of a pre-treatment CT volume at sampled poses. Gaussian noise
is added to the generated image projection to improve the robustness of the trained
model. During treatment, the learned regression model is used to determine the
transformation parameters that align the intra-operative X-ray image with the CT
volume. The method’s performance is evaluated on three patients’ head-neck CT

scans. The results show the effectiveness of the proposed method with a relatively
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low registration time.

Miao et al. [01] proposed a single-shot 2D /3D regression technique called hierarchi-
cal pose regressor (HPR) using a regression model based on a convolutional neural
network. In HPR the rigid transformation is divided into groups: in-plane transfor-
mation parameters (two translations and one rotation) and out-of-plane transforma-
tion parameters (one translation and two rotations). A separate regressor is trained
for each group of parameters hierarchically. This breaks down the initial regression
problem into subtasks with reduced complexity. The CNN-based regression model
is trained using the SSD as a cost function. Although a degradation in accuracy
was observed, the method achieved a higher computational efficiency than classic
registration techniques. This is an indication that CNNs can be effectively used
to achieve real-time image registration, which is critical in medical imaging applica-
tions. A possible cause of the drop in accuracy in the proposed method might be the
propagation of errors at one stage to the following stages of the hierarchical training
adopted. Moreover, the authors show that HPR can be used for pose initialization

in intensity-based iterative registration methods with promising results.

Han et al. [29] proposed a deep learning method for the registration of 2D ultra-
sound (US) images with 3D magnetic resonance (MR) volumes. They trained an
Inception CNN model to regress the 3D pose of a US image with respect to an MR
volume using the left-invariant Riemann distance between the ground-truth pose
and the predicted pose as a cost function. The predicted pose is refined using a

local structure orientation descriptor to improve the registration accuracy.

Other methods use a reinforcement learning approach where an artificial agent
is trained to perform the registration task iteratively [11, 48, 54, 60, 67]. Al-
though these methods demonstrate good results, a major drawback of reinforcement
learning-based methods is their difficulty in handling high-resolution images. In fact,
high-resolution images increase the action space of the artificial agent, which might

be computationally prohibitive.

2.5 Viewpoint estimation from natural images

The release of the PASCAL3D+ [89] dataset triggered the development of deep
learning methods for 3D object detection and viewpoint estimation. The PAS-
CAL3D+ dataset is created from the PASCAL VOC 2012 dataset [19] by adding
viewpoint annotations for all twelve object categories. The PASCAL3D+ dataset is
augmented with more images from ImageNet [7/] in order to make the dataset large-

scale and suitable for deep learning methods. With twelve different object categories
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and more than 3,000 object instances for each category, the PASCAL3D+ dataset
presents more variability than previous datasets. The PASCAL3D+ dataset thus
became the primary benchmark for recent works on 3D pose estimation and view-
point estimation. Recent works use either a regression approach or a classification

approach to solve the viewpoint estimation problem.

2.5.1 Classification-based viewpoint estimation

Solving viewpoint estimation with a classification model is a challenging task as
viewpoint space is continuous and lacks predefined boundaries from one viewpoint
to another. An accurate delimitation of the viewpoint space is therefore a crucial
step for classification-based viewpoint estimation methods. The common strategy
is to discretize the viewpoint space into a finite set of bins representing the different

classes [16, 79, &4].

After discretizing the viewpoint space defined by the three Euler angles (azimuth,
elevation, in-plane rotation) into disjoint bins, Tulsiani and Malik [34] finetuned a
CNN model on the PASCAL3D+ for viewpoint classification. The classifier, built on
top of an object detector, predicts the viewpoint class of the object in the bounding
box returned by the detector. New metrics (MedErr, Accy, and mAVP) are intro-
duced to evaluate the performance of this joint detection and viewpoint estimation
task. The median error (MedErr) measures how far the predictions are from the tar-
get viewpoints; the accuracy at 6 (Accg) measures the fraction of predictions which
are within 6 degrees of the targets; the mean average viewpoint precision (mAV P)
measures the correctness of the object detection and the viewpoint classification
jointly. The performance of the proposed method is evaluated on the PASCAL3D+
dataset: MedErr=13.6, Accr = 81%, and mAVP = 31.1%.

One major obstacle to the development of deep learning models for viewpoint esti-
mation is the lack of sufficient training data with accurate viewpoint labels. Even
the largest dataset available (PASCAL3D+) has only 22000 images, which can be
limiting when developing an effective deep learning model. Su et al. [79] propose
a method to augment the PASCAL3D+ dataset with millions of synthetic images
rendered from 3D CAD models extracted from ShapeNet [9]. In order to prevent
classifiers from overfitting, a random image selected from the SUN397 dataset [90]
is used as a background for each rendered view from the 3D model. In addition,
the images are randomly cropped and the objects are occluded to make the dataset
more resistant to overfitting. To leverage the big dataset size, Su et al. partition the
viewpoint space into fine-grained bins (360 viewpoints at 1-degree intervals). They

train a CNN-based viewpoint estimation classifier on top of an off-the-shelf object
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detection model (R-CNN [23]) using real images from PASCAL3D+ and synthetic
images generated from the 3D models. A geometric structure-aware cost function,
derived from the cross-entropy loss function, is used to increase the correlation be-

tween nearby viewpoints. The performance of the proposed method is evaluated on
the PASCAL3D+ dataset: MedErr = 11.7, Accz = 82%, and mAVP = 19.8%.

Massa et al. [59] studied the different factors that affect the performance of viewpoint
estimation models (network architecture, dataset, and cost function). They report
that the best performances are achieved using deeper CNN models and larger dataset
sizes. They divide the viewpoint space into 24 bins and formulate the problem as a

24-class classification task. The authors reported a mean average viewpoint precision
of 36.1% on PASCAL3D+.

Grabner et al. [25] propose a 3D pose estimation model based on convolutional neural
networks. They found that networks with larger kernel sizes such as ResNet [31]
perform better than those with smaller kernel sizes such as the VGG [78] models.
Moreover, they upscale the images containing small objects to facilitate the detection
of such objects by the CNN model. The results are evaluated on PASCAL3D+:
MedErr=10.9, and Accx = 83.92%.

Kao et al. [37] use an appearance and structure fusion network to deal with the visual
and structural ambiguities of objects in an image. They proposed a viewpoint pre-
diction model with two parallel branches. The first branch (the appearance branch),
based on the VGG model, learns the appearance of objects using viewpoint labels
as input. The second branch (the structure branch), based on Feature Pyramid
Networks (FPNs) [50], first estimates the keypoints of objects before predicting the
viewpoint from the estimated keypoints. The appearance and structure branches are
fused using a convolutional fusion layer which infers the final viewpoint probability
vector by combining predictions from the two parallel branches. The authors use
an adapted cross-entropy cost function to embed structure and appearance features.
The performance of the proposed method, evaluated on the PASCAL3D+ dataset,
is as follows: MedErr="17.9, Acc% = 85.2%, and mAVP = 31.4%.

In contrast with previous works, which separate object detection and viewpoint clas-
sification tasks by adding the viewpoint estimation classifier on top of an off-the-shelf
object detection model, Divon and Tal [16] combined the viewpoint estimation and
the object detection models as a unified network. This network is trained end-to-
end to perform viewpoint estimation on the PASCAL3D+ dataset. Similar to the
work of Su et al. [79], Divon and Tal train their model on an augmented version of
PASCAL3D+. Each training image of the PASCAL3D+ dataset is flipped horizon-

tally, and synthetic images rendered from 3D models are also used. They further
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generated more data by using nearby frames in videos of objects. The viewpoint es-
timation model is trained by optimizing a geometric structure-aware cost function in
order to address the geometric nature of the problem. The performance is evaluated

on PASCAL3D+ dataset: MedErr = 8.9, Accz = 89%, and mAVP = 45.9%.

Yang and Wang [92] proposed a key-point-based deep neural network to estimate
objects’ viewpoints. The proposed viewpoint estimation model (VE-Net) is made
of two sub-networks: a key-points detection network (KD-Net), and a viewpoint
estimation network (KV-Net). KD-net extracts keypoints from the input images,
and the predicted keypoints are used by KV-Net to predict the viewpoint. The two
sub-networks are trained jointly using a composite cost function that combines the
key-point prediction error and the viewpoint prediction error. The KV-Net is based
on a long short-term memory (LSTM) model and a fully-connected layer to classify
the key-point into viewpoint classes. The authors reported the performance on the
PASCAL3D+ dataset as follows: MedErr = 14.3, Acc% = 81%.

2.5.2 Regression-based viewpoint estimation

Given the continuous nature of the viewpoint space, regression seems like a natural
fit for the problem. However, regression-based viewpoint estimation methods are
very rare in the literature. This is possibly due to the fact that regression methods
perform generally worse than classification-based approaches, which seem less ap-
propriate for the task a priori. Here we review some of the best-performing works

using CNN-based regression for viewpoint estimation.

Mahendran et al. [50] propose a regression model based on convolutional neural
networks to solve the viewpoint estimation problem. They adapt the VGG net-
work to perform continuous angle predictions. The viewpoints are represented using
axis-angle and quaternion representations. They train the regression model on an
augmented version of the PASCAL3D+ dataset (using in-plane rotations). Syn-
thetic images from Su et al. [79] are also used to augment the data. The model is
trained by minimizing the geodesic distance between the target and the predicted
viewpoint. The results are reported on the PASCAL3D+ dataset: MedFErr = 15.38,
and mAVP = 18.35%.

Liao et al. [19] propose a spherical regression approach where the regression model’s
output is constrained using an exponential activation function defined on an n-sphere
space. The results are evaluated on the PASCAL3D+ dataset: MedErr = 9.2, and
Accx = 88.2%.
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2.6 Summary

In the first part of this chapter, we presented a background theory of neural net-
works. A literature review of the different methods for viewpoint estimation was
presented in the second part of the chapter. These methods were separated into
three categories: the methods for medical images, the methods for 2D/3D image
registration, and those for natural images. The viewpoint estimation methods for
medical images focus on identifying coarse in-plane rotation angles or standard views
such as lateral and frontal views. We also presented works in 2D /3D image regis-
tration where the rigid transformation aligning a 3D volume to its 2D projection
is determined. In this work, we propose machine learning methods for viewpoint
estimation in medical images. These methods can be used to improve single-shot

image registration frameworks.
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Chapter 3

Data generation

The foundation of a learning-based predictive model is the dataset on which the
model is trained. Training a model on inadequate data would inevitably result in
the model failing at the task for which it was designed. Especially for supervised
learning methods where models are trained on labeled data, it is critical to ensure
that the data is suitable for the task and that the labels are accurate. The models
developed in this project are mostly based on supervised learning. We therefore

require a dataset adapted for viewpoint estimation with accurate viewpoint labels.

In this chapter, we present how a dataset suitable for viewpoint estimation is gen-
erated from raw data of CT scan volumes. Section 3.1 describes the dataset of CT
scan volumes from which the viewpoint estimation dataset is generated. In Sec-
tion 3.2, we present the additive projection method used for offline data generation.
Section 3.3 presents the Fourier volume rendering method used for online data gen-
eration. The experiments and results are presented in Section 3.4, followed by a
presentation of other DRR generation methods in Section 3.5. We conclude the

chapter in Section 3.6 with a summary of the different results obtained.

3.1 CT scans dataset

The raw CT scan dataset consists of 35 post-mortem CT volumes of human bodies.
The data is collected from both male and female individuals of various age groups.
This data is a subset of the SMIR full-body CT dataset [10]. Although the dataset
was initially created for statistical shape analysis in medical imaging, we repurposed

it to generate data for viewpoint estimation in medical imaging.

Each scan is embedded in a volume of size 512 x 512 x h, where h varies according to

the height of the body. In our experiments we use the upper part of the body. Thus
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the size of our CT volume is 512 x 512 x 512. Figure 3.1 shows a few views taken
around our CT volume of interest. Points on this 3D grid represent voxels with
intensities indicated by Hounsfield units (HU), also known as CT numbers. The
voxel intensities indicate the attenuation of the X-ray radiation as it passes through
the body. Similarly, pixel intensities on an X-ray image represent the attenuation
of X-ray radiation through the body in a particular direction. Thus it is possible to
generate digitally reconstructed radiographs (DRRs) by projecting voxels in a CT

volume onto a 2D plane.

Since our goal is to build a model that is able to predict the viewpoint of a random
radiograph taken of patients for image-guided diagnosis or surgery, we need to train
the predictive model on a dataset that has the viewpoint information from the
dataset of CT scans. There are several methods used to project CT volumes into

DRRs. In the next section, we give an overview of the most effective methods.

Figure 3.1: Views around a CT volume.

3.2 Additive projection

This method requires the rotation of the whole 3D volume around the longitudinal
axis (z-axis). The viewpoint space is discretized into 360 bins at 1-degree intervals.

For each bin, the 3D volume is rotated to the corresponding angle and we perform
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an orthogonal projection onto the yz-plane. The pixel values of the resulting im-
age are obtained by summing up all voxel values in the 3D volume along a line
orthogonal to the yz plane and passing through the pixel location in the projected
image. Considering a volume of dimensions N x N x N, the generation of a single
projection has a time complexity of O(N?3). Thus the additive projection method
becomes computationally expensive when the number of projections increases. In
an offline training setting, where the dataset is generated prior to training, the ad-
ditive projection could be used as a straightforward way to generate 2D DRRs from
CT volumes. However, data generated offline do not allow full leverage of 3D infor-
mation from the CT volume. Certain types of data augmentation such as random
out-of-plane rotations are difficult to implement when the dataset is generated of-
fline. This sort of data augmentation requires the data to be generated at each
training iteration. Figure 3.2 illustrates a few projected views from the CT volume

using additive projection.

(d) 6 = 30° () = 40° (f) 6 = 50°

Figure 3.2: Views using additive projections.

In an online training setting where a batch of images needs to be generated at
each training iteration, a slow data generation method such as additive projection
becomes prohibitive. To reduce the data generation time and allow the integration
of the data generation into the training pipeline we resort to a more efficient method,

namely the Fourier volume rendering (FVR) method.
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3.3 Fourier volume rendering

Fourier volume rendering [17, 57] (also known as frequency-domain volume render-
ing [33]) is a method for DRR generation from a 3D volume. Based on the Fourier
projection-slice theorem, FVR generates DRRs by converting a 3D volume into
the frequency domain (as opposed to conventional methods, which project the 3D
volume directly). To better understand the process of DRR generation from CT

volumes with FVR, we present here the Fourier projection-slice theorem.

3.3.1 Fourier projection-slice theorem

Consider the volume defined by a real-valued function f : (z,y, z) — f(x,y, z). The
3D case of the Fourier projection theorem states that an orthogonal 2D projection
of the volume defined by f at an arbitrary angle can be computed by taking the
inverse Fourier transform of a central slice (orthogonal to the direction of projection)

of the 3D Fourier transform of f.

The orthogonal projection of f onto the zy-plane is

p(,y) = / " g2 de. (3.1)

The 2D Fourier transform of p, is defined by:
P, (u,v) :/ / .z, y)e 7wt da dy

= / / (/ flz,y, 2) dz) eIV e gy (3.2)
= / / / f(x,y, 2)e W) do dy dz.

And the 3D Fourier transform of f is given by
Fy(u,v,w) = / / / f(z,y, 2)e I Wetoytwz) gy dy d. (3.3)

The slice of F3(u,v,w) orthogonal to the projection direction and passing through

the origin is defined by

F3(u,v,0) = / / / f(x,y, 2)e 7o) do dy dz, (3.4)

which corresponds to the Fourier transform of p,(x,y). Therefore, the projection
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p.(z,y) can be rewritten as

p-(2,y) = Fy ' {F3(u,v,0)}. (3.5)

The proof of the Fourier projection-slice theorem in higher dimensions can be es-

tablished using analogous reasoning.

3.3.2 Interpolation in the frequency domain

Digitally-reconstructed radiograph generation with FVR requires the extraction of
a 2D slice of the Fourier transform from the 3D volume. As the Fourier transform
of a 3D CT volume is only known for a finite number of sample points on a 3D
voxel grid, slices from this 3D Fourier transform volume must be resampled and
interpolated using values of nearby sample points. A good interpolation method
is therefore critical to ensure an accurate rendering. Interpolation at new sample
points can be achieved in two steps. The first step consists of finding a continuous
function (interpolated function) that interpolates between the known sample points.
The second step consists in sampling the interpolated function at the new sample

points [17, 65].

Without loss of generality, we can use projections from a 2D image to illustrate
the effect of the interpolation method on the rendering. Consider a 2D image of
size 6 x 6, for example, where pixels are regularly spaced on the 6 x 6 grid. In
order to generate a vertical projection from this image using FVR, the projection
slice theorem requires the extraction of a central slice orthogonal to the direction
of projection from the 6 x 6 Fourier transform of the image. In the present case,
the slice of interest will be the horizontal line through the center of the image.
As can be seen in Figure 3.3, this slice does not go through any pixel locations
in the Fourier transform of the image. An interpolation is therefore required to
determine the Fourier transform at the new sample points on the projection. As the
interpolation is done in the Fourier transform of the 2D image, we need to choose
an interpolation method that is most adapted for interpolation in the frequency
domain. We investigate a number of interpolation methods: sinc, nearest neighbor,

linear, and spline interpolation.

Consider one row of a 2D Fourier transform (FT) of a 2D image. On this row, the
FT is only known at discrete pixel locations. These FT values could be considered
as a sampled signal Fy(u) from a continuous signal F'(u) in the frequency domain at
these pixel locations. Let f(x) and fy(z) be the inverse Fourier transform (IFT) of

F(u) and Fs(u) respectively. Suppose that the samples are uniformly spaced with
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Figure 3.3: Image represented by a 6 x 6 grid of pixels (blue dots) with its vertical
projection (red dots), and the horizontal projection (green dots). The red line rep-
resents the central line orthogonal to the vertical direction of projection, and the red
dots represent the re-sampled pixel locations after interpolation. Similarly, the green
line represents the central line orthogonal to the horizontal direction of projection,
and the green dots represent the re-sampled pixel locations after interpolation.

sampling frequency % Then the FT of the sample signal is defined by

Fyu)=F(u)- Y 6 (u - %) . (3.6)

The signal in the spatial domain can be recovered by taking the inverse Fourier

transform of Equation 3.6 as follows:

= F U (F(u)) % F! ( i 5 (u - %))

= f(z)* T i 5(z — nT) (37)
= Tnio f(x) % 6(z — nT)

=T _i f(a — nT)

Thus the reconstructed signal fq(x) is made up of infinite replicas of the original
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signal f(x) with replication period 7. A high sampling rate is necessary to avoid
overlapping of the replicas and aliasing in the reconstructed signal. To reduce the
effect of the replicas on the reconstructed signal f,(x), we need to multiply fs(x) by
a function i(x) that suppresses the replicas as much as possible. In the frequency
domain, this is equivalent to convolving the sampled function Fy(u) with I(u), the
Fourier transform of i(z). The function I(u) is the interpolation function in the
frequency domain. The quality of the interpolation depends on the type of interpo-
lation function used. We investigate the most common type of interpolations used

for the frequency domain.

Sinc interpolation

For sinc interpolation the interpolating function is defined by I(u) = sinc(T'u), so

the interpolated continuous function is

Gs(u) = Fy(u) x I(u) = Fy(u) * sinc(Tu). (3.8)
The inverse Fourier transform of this interpolated function is defined by

gs(z) = F Y F,(u)) - F ! (sinc(Tu))

=T i f(x —nT) - %rect (%) (3.9)

n=—0o0

= [(x).

Thus, the replicas observed in Equation 3.7 are effectively removed. This makes sinc
interpolation the ideal method for the interpolation of signals in the Fourier domain.
However, sinc interpolation is often computationally prohibitive due to its infinite
extent. In practice, simpler and more efficient interpolation methods are preferred

although they are less accurate than sinc interpolation.

Nearest neighbor interpolation

In contrast to sinc interpolation, which requires contributions from all sample points
to interpolate at a new sampling point, nearest neighbor interpolation only uses the
contribution from the closest sample to the point where the interpolation is needed.

This interpolation method is very efficient but its accuracy is very limited.

Linear interpolation

Linear interpolation in 1D requires contribution from the two nearest samples to
compute the interpolated value at the new sample point. This interpolation method

is generally more accurate than simple nearest neighbor interpolation, although this
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interpolation method is not perfect. For applications where linear interpolation is

not good enough, polynomial interpolation is often used.

Spline interpolation

Cubic spline interpolation is a polynomial interpolation method that is more ac-
curate than simple linear interpolation. This interpolation method suppresses the
replicas of the reconstructed signal more effectively than the methods discussed

previously.

3.3.3 Zero-padding in the spatial domain

The resampling in the frequency domain causes replication of the reconstructed sig-
nal in the spatial domain. When these replicas overlap, aliasing artifacts occur in the
reconstructed signal. In images, these appear as “ghosting” artifacts where replicas
of objects are observed at the edges of the image. To minimize the effect of potential
ghosting artifacts (and also to facilitate the interpolation in the frequency domain),
the 3D volume is zero-padded in the spatial domain before taking the Fourier trans-
form. This leads to a finer sample spacing (so a higher sampling frequency) in the
spectral domain, which in turn widens the separation between replicas in the spatial

domain to avoid overlaps in the reconstructed image.

3.3.4 Computational complexity of the FVR

Using the FVR technique, the 3D FFT of the CT volume is first computed. The
DRR from a particular viewpoint is obtained by extracting a slice through the center
of the 3D FFT of the CT that is orthogonal to the projection direction. The DRR
is then obtained by computing the inverse Fourier transform of the extracted slice.
Thus the generation of a DRR for each view of a N x N x N volume requires the
sampling of points on a N x N slice passing through the center of the volume,
followed by the IFT of the sampled points. This results in a time of complexity of
O(N?1og N) for the FVR method, as opposed to the O(N?3) of additive projection.
This more efficient DRR generation method allows us to train viewpoint estimation
models in an online fashion whereby a batch of training images is generated from
the CT volume at each training iteration. This allows us to implement several data
augmentation strategies from the 3D volume directly, with small random out-of-

plane rotations and translations.
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3.4 Experiments and results

We use the Fourier volume rendering method as an alternative to the additive pro-
jection method for DRR generation from CT scans. While FVR is proven to be
more efficient than additive projection, we must ensure that the DRRs generated
using FVR are qualitatively as close as possible to those generated using AP. To
this end, we investigate the factors influencing the quality of the DRR generated by
FVR. We first focus on the effect of the interpolation method used on the accuracy
of the rendering. We then investigate how zero-padding in the spatial domain could
be used to improve the quality of the DRR generated. Although the DRRs are
generated from 3D volumes we test the accuracy of the FVR in the 2D case, where
the projection from each direction is a one-dimensional signal. This is done in order

to compare and better visualize the projections from the FVR and the AP methods.

3.4.1 Effect of interpolation methods

We experimente with the nearest neighbor, linear, and cubic spline interpolation
methods. An image of size 400 x 400 is projected to a signal vector of length 400
using the projection from the AP method as reference. The FVR projection using
each of the three interpolation methods is compared to the reference projection.
As expected from the theory, the cubic spline interpolation method gives the clos-
est projection to the reference projection, followed by linear and nearest neighbor
interpolations respectively. The effect of interpolation methods on rendering per-
formance is illustrated in Figure 3.4. As can be seen in Figure 3.4, FVR based on
cubic splines reconstructs the projection quite fairly, although there is still a gap be-
tween the reference projection and the projection obtained with FVR. We attempt

to reduce this gap using the zero-padding technique.

(a) 2D image (b) Horizontal projection (c) Vertical projection

Figure 3.4: Interpolation methods for FVR.
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3.4.2 Effect of zero-padding

In order to improve the FVR projection accuracy, we zero-pad the image in the
spatial domain before taking the Fourier transform. We experimented with three
padding sizes. The original image of size 400 x 400 (with no zero-padding) is used as
a reference. The original image is then zero-padded to get images of size 800 x 800
and 1200 x 1200. In each case, the projection vector is obtained by extracting the
center of the padded projected vector. The extracted projection is then compared to
the reference projection. The zero-padding effect on rendering accuracy is illustrated
in Figure 3.6. This figure shows that a bigger padding size leads to more accurate
projections. However, as illustrated in Figure 3.5, the computational cost increases
with the size of the padded image. A trade-off between projection accuracy and
computational efficiency is therefore required. To keep the computational cost low
while having a reasonable projection quality, we limit the size of the padded images

to 800 x 800 to generate our dataset for viewpoint estimation using FVR.

7.05 7.05 7.05

Projection time (seconds)

400 »x 400 800 = 800 1200 x 1200
Image size

Figure 3.5: Average projection time per image for the AP and FVR methods.

Figure 3.7 gives a qualitative comparison of the FVR and the AP methods.

3.5 Other DRR generation methods

The additive projection (AP) and Fourier volume rendering (FVR) methods use
parallel projection to produce DRRs. However, the X-ray image generation process

could be better simulated using perspective or fan-beam projection. In this section
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Figure 3.6: Effect of zero-padding on FVR.

(b) 6 = 20° (AP)

(d) § = 0° (FVR) () § = 20° (FVR)

(c) § = 50° (AP)

(f) 6 = 50° (FVR)

Figure 3.7: Comparison of additive projections and FVR projections. The first row
corresponds to the views generated using AP, while the second represents the views
generated using FVR. The images in each column correspond to the same viewpoint.

we present other DRR generation methods that can be used as alternatives to AP

and FVR.
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3.5.1 Attenuation fields DRR

Attenuation fields DRR (AF-DRR) by Russakoff et al. [73] is a modification of the
light field rendering method [17]. In light field rendering, each ray emanating from
the source is parametrized by its intersection with two planes representing the focal
plane and the image plane. The focal plane and the image plane are parametrized by
their coordinate systems (u,v) and (s,t), respectively. Thus each ray is represented
as a point in a 4-dimensional space: p; = (u;, vy, s;, t;), as illustrated in Figure 3.8.

The set of all rays connecting a point in the focal plane to another point in the image

\
-
e

v
){
R=p,(u,v,s,t)

Figure 3.8: Ray parametrization in light field rendering [73].

plane constitutes a light slab. An image from any viewpoint within this light slab
can be determined by considering the rays from the viewpoint to each pixel location
in the image. Where no rays exist within the light slab between the viewpoint
and a particular pixel location, an estimated ray is found using nearest neighbor

interpolation.

In attenuation fields rendering, a third plane called the virtual image plane is intro-
duced between the focal and the image plane of light field rendering. In addition,

each ray Ry, is associated with an attenuation value U, defined by

Upi:/ w(s)ds ~ Z p(x,)Ax, (3.10)

Py xj€RPi

where each x; is a voxel along the ray, p(x;) is the linear attenuation coefficient
corresponding to x;, and Ax is the distance between voxels along the ray. Figure 3.9
illustrates the AF-DRR process.

The computation time of AF-DRR is reduced compared to traditional ray-tracing
methods since attenuation from new rays can be determined via lookup or near-
est neighbor interpolation. However, the dense sampling of the light slab and the
precomputation of the attenuation coefficients requires substantial memory storage.

The memory requirement of the method is reduced by compressing the data using
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Figure 3.9: Overview of AF-DRR X-ray image simulation process. (a) Light field
rendering. (b) Attenuation field for DRR generation [73].

vector quantization. AF-DRR offers faster DRR generation with comparable DRR

quality to the conventional ray-tracing method.

3.5.2 DiffDRR

DiffDRR is a DRR generation method proposed by Gopalakrishnan and Golland [2].
Similar to common DRR generation methods, Diff DRR uses Siddon’s ray-tracing
technique [76]. According to Siddon’s method, X-rays emitted from a source s € R3
pass through a CT volume and hit a detector plane. Thus, each ray R connecting
the source s to a projection point p € R? on the detector plane can be parametrized
by R(a) =s—a(p—s), with a € [0, 1]. As the ray R passes through the CT volume,
its energy is attenuated. The total energy attenuation of the X-ray traveling from s

to p is given by

M—-1

ER)~|lp—sl2 Y _(Qmp1 — o)V {S—i—@(p—s) , (3.11)

m=1
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where «,,, and «a,,,; correspond to consecutive intersection points of the ray R with
two adjacent planes on the cube (or rectangular parallelepiped) representing a voxel,
V is the CT volume, and M is the number of intersections of the ray with the CT
volume. The energy attenuation F(R) corresponds to the intensity value at pixel
location p in the projected DRR. Figure 3.10 illustrates the DRR generation process
using Siddon’s method.

® Plane intersections
® Sampled voxels

./ Rendering speed: 73+0.01 ms

|

CT Volume (V)

X-ray ./0
-
source (S)

(a) DRR generator geometry.

CT Volume (V)

(b) llustration of
Siddon’s method.

(c) Example DRR.

Figure 3.10: Illustration of Siddon’s method for DRR generation [24].

Diff DRR vectorizes Siddon’s ray-tracing operations for fast computation on graph-
ical processing units (GPU). This method can generate DRRs and their derivatives
with respect to the image geometry parameters for applications that require auto-

matic differentiation such as slice-to-volume registration.

3.5.3 RealDRR

RealDRR, proposed by Dhont et al. [15], combines Siddon’s ray-tracing method
with deep learning to generate realistic DRRs. This X-ray simulation framework is
made of two successive stages: projection and translation. The projection step uses
ray-tracing to create a 2D image from the 3D volume by aggregating voxel intensity
values along a ray from the X-ray source to the 2D image projection plane. This
results in a raw DRR which is further processed in the image-to-image translation
step. The image translation is done using a conditional generative adversarial net-
work (¢cGAN), using a U-net convolutional neural network architecture for both its
generator and its discriminator. The cGAN is trained using the generative adver-
sarial network (GAN) loss with L1 regularization as a cost function. Figure 3.11

shows an overview of the RealDRR framework.

The qualitative results demonstrate that the RealDRR framework yields realistic
simulated radiographs, especially in the intra-patient case where training and testing
data come from the same patient. However, a drop in performance is observed

when the framework is tested on data of the same anatomical region coming from
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Figure 3.11: Schematic overview of RealDRR X-ray image simulation frame-
work [15].

a different patient than the one used during training. This suggests that RealDRR
has a limited inter-patient generalization capability. The inter-patient generalization

could further degrade when data from different anatomical regions are used.

3.5.4 DeepDRR

DeepDRR, proposed by Unberath et al. [85, 80], is a method for DRR generation
using deep learning models. The method simulates a C-arm X-ray data generation
process using four steps: material decomposition, projection of the 3D volume to a
2D plane using ray-tracing, scatter estimation, and noise injection. An overview of

the DeepDRR X-ray simulation process is presented in Figure 3.12.

| Attenuation | | Scatter Estimation | | Noise Generation

|

Figure 3.12: Schematic overview of DeepDRR X-ray image simulation frame-
work [30].

The material decomposition step segments the CT volume according to the different

materials present in the volume: bone, air, or soft tissue. This is achieved by training
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a deep convolutional neural network for semantic segmentation with a V-net [63]
architecture. Once trained, the segmentation network can classify each of the voxels
in the 3D volume into one of the three material classes. The 3D volume is projected
onto a 2D detector using a projection matrix and the energy attenuation map is
calculated using ray-tracing. The energy attenuation is computed by connecting a
virtual ray from the source to a pixel location on the detector. As the ray passes
through the 3D volume, the X-ray energy attenuation at the detector is calculated
by taking into account the contribution of each material encountered along the ray.
A convolutional neural network is trained to estimate the Rayleigh scatter. Finally,
a Poisson noise model accounts for the noise due to pixel crosstalk on the detector

plane. In addition, the electronic noise is modeled using additive Gaussian noise.

Using the Python implementation of DeepDRR!, we generate a sample DRRs for
comparison with those generated using FVR. To obtain realistic DRRs with size
512 x 512, we use the C-arm with a detector at a resolution of 2048 x 2048. The
distance from the source to the detector is 800 mm. The C-arm rotates around the
3D volume along the longitudinal axis, and a DRR is generated at each position.
The projector is set with the energy spectrum 60K V,4L35 and a photon count of
10°. The C-arm moves around the 3D volume in the range [0°,360°] with 1-degree
increments, and a DRR is generated at each step. Figure 3.13 shows a sample of

the X-ray images simulated with DeepDRR.

Compared to the DRRs generated using additive projection (AP) and Fourier vol-
ume rendering (FVR), the DRRs generated using DeepDRR look more realistic.
Using a partition of an A100 Ampere graphics card with 20GB of memory, the com-
putation of one DRR took 7 seconds on average. This computation time is similar
to that of the AP method. This makes the DeepDRR method significantly slower
than the FVR method.

3.6 Summary

In this chapter we presented two methods used to generate a dataset for viewpoint
estimation from a raw dataset of full-body 3D CT scans, the additive method and the
Fourier volume rendering method for DRR generation are presented. We exposed
various parameters that influence the quality of the images generated using FVR.
Using these methods we were able to generate a dataset with accurate viewpoint
labels that can be used to train deep learning models for viewpoint estimation.
Moreover, we presented other DRR generation methods that can be used to generate

the dataset for viewpoint estimation.

thttps://github.com/arcadelab/deepdrr.
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(d) # = 0° (DeepDRR) (e) # = 30° (DeepDRR) (f) & = 60° (DeepDRR)

Figure 3.13: Sample of X-ray images simulated using FVR (first row) and DeepDRR
(second row). The structure of the hard tissues can be clearly seen in the images
generated using DeepDRR compared to those generated using FVR.
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Chapter 4

One-dimensional viewpoint

estimation

The view that one has of a 3D object depends on the position of the observer with
respect to the object. Similarly, when projecting 2D views from a 3D volume, the
resulting image depends on the direction of the projection. Thus, rotating a CT scan
volume and taking projections would result in different X-ray images depending on
the angle of rotation around the 3D volume. In three-dimensional space, rotations
around a volume can be parametrized by three Euler angles (rotations around each
axis of the Cartesian coordinate system in 3D). Each triplet of Euler angles then

corresponds to a single projected view from the 3D volume.

Viewpoint estimation is essentially the inverse problem of projection. Given an
image projected from a 3D volume, viewpoint estimation aims at recovering the
rotation angles that were used to project the image from a 3D volume. This task is
much more challenging than the simple projection from 3D to 2D. We first focus on
the problem of one-dimensional viewpoint estimation where we are only interested
in finding one rotation angle. This is a special case of the general 3D case. Given
a 2D projection, we estimate the rotation angle around the longitudinal axis of the
body (z-axis) from which a projection of the volume would result in the 2D image.
We later extend the method developed for one-dimensional viewpoint estimation to

full 3D viewpoint estimation in Chapter 6.

In this chapter we present the different methods proposed for one-dimensional view-
point estimation. In Section 4.1, we present the problem of one-dimensional view-
point estimation. The viewpoint space representation for classification and regres-
sion is also defined. Moreover, the different constraints associated with the view-

point estimation task are also discussed. Considering the continuous nature of the
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viewpoint space, we present a regression approach for viewpoint estimation in Sec-
tion 4.2. Since the regression model was not very effective for the problem, we
resort to classification methods. In Section 4.3, we present the nearest neighbor
method for viewpoint estimation. This baseline approach for classification models
proves to be more effective than the regression approach. In Section 4.4 we present
a CNN-based classification method, which confirms the effectiveness of classifica-
tion methods over regression-based approaches. We conclude the chapter with a

summary in Section 4.5.

4.1 Problem of viewpoint estimation

The task of viewpoint estimation aims at recovering the location from which a
particular 2D projection of an object originates in a 3D scene. This typically requires
the estimation of 3D rotation angles around the 3D object. These 3D rotations can
be parametrized using several representations such as Euler angles, axis-angle, and
quaternions. Among these various parametrizations, the Euler angle representation

is the most used in the literature due to its simplicity.

In this experiment, we use the Euler angle parametrization of 3D rotations. Since
the three rotations of the Euler angle are independent, we focus on developing
methods to estimate one Euler angle. Thus we will be solving the problem of 1D
viewpoint estimation. The developed methods can then be extended to full 3D
viewpoint estimation by applying the same method to the other two angles. In
order to present the viewpoint estimation problem precisely, we need to define the
representation of the viewpoint space used and the constraints associated with the

problem.

4.1.1 Viewpoint space representation

The viewpoint space can be parametrized as a continuous angle around a 3D object
or a discrete partition of angles around the object. The choice of parametrization

mainly depends on the requirements for the method used.

Continuous viewpoint space

The viewpoint space around a 3D object is inherently continuous. For one-dimensional
viewpoint estimation, we can parametrize the viewpoint space by a rotation angle
6 € [0, 27] covering the circumference of the object. The continuous representation
is used for regression models where the outputs are continuous. However, this type

of representation is not adapted to classification models which require a discrete and
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finite number of classes.

Discrete viewpoint space

A classification model requires a finite set of outputs. A continuous parametrization
is therefore not suited to this type of model. We use a discrete representation of the
viewpoint space instead. In order to discretize the viewpoint space, we divide the
rotation angles into bins. Each bin can then be used as a class for a classification
model. Finer bins result in more accurate classification and more precise viewpoint
estimation. However, this comes at the price of more complex classification models
which can be difficult to train. In this project, we use bins of one-degree intervals,
leading to a total of 360 bins to cover the full angle range (6 € [0, 27]) around the 3D
object. This allows us to have a precise viewpoint estimate. We use transfer learning

with effective data augmentation techniques to train the classification models.

4.1.2 Geometric constraints

The particular geometry of the viewpoint space imposes some constraints on the
models developed for the task. Given that the viewpoint space is circular, there is
more similarity between nearby classification bins than between bins that are further
apart. Also, a bigger absolute difference between viewpoints does not necessarily
imply dissimilar viewpoints. For example, 0° and 359° have the highest absolute
distance, but they correspond to very close viewpoints on the circular viewpoint
space. Therefore our predictive models (classification or regression models) must be

built to take these factors into account.

4.1.3 Dataset for viewpoint estimation

We use the additive projection method to generate a dataset for viewpoint estima-
tion. This dataset generated offline from a 3D CT scan volume is made of 2D DRRs
with accurate viewpoints labels. Each 2D view is obtained by rotating a 3D vol-
ume around the z-axis (rotation axis), followed by an orthogonal projection of the
volume in the xz-plane (projection plane) for different values of the azimuth angle.
Pixel intensities of the resulting DRRs are obtained by summing voxel intensities
along parallel rays from the rotated volume to the projection plane. The views are
generated at 1-degree intervals, resulting in 360 different views. The DRR generated
from each viewpoint has a size of 512 x 512. In order to acquire more data, a central
patch of size 400 x 400 from each DRR is translated horizontally and vertically. Thus
for each viewpoint, 80 more images are generated in addition to the original image

by translating a sliding window of size 400 x 400 in the range [-20, 20 pixels] and
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extracting an image patch at each location. This results in a training data of 29,160
images of size 400 x 400 generated from one CT scan. To assess the performance
of the model during training, we generated validation data from another CT scan.
The test data is generated from a third CT volume to evaluate the generalization

power of the trained model.

4.2 Regression-based viewpoint estimation

Regression models predict the relationship between an independent variable and
one or more dependent variables. In machine learning, regression models are used
to predict a continuous output quantity given a set of input data. As the viewpoint
space around a 3D object is intrinsically continuous, a regression model seems to be
the natural choice to estimate the viewpoint of a 3D object. Regression models are
generally categorized as either linear or non-linear. While linear regression models
are simple to implement, they are limited when the relationship between dependent
and independent variables is not linear. For these types of problems, a non-linear
regression is required. In this project, we implement non-linear regression models

for viewpoint estimation using a convolutional neural network (CNN).

4.2.1 CNN model for viewpoint regression

Deep learning methods, notably CNN, have been particularly successful at solving
classification problems in computer vision. The remarkable success of CNN models
in image classification has motivated their extension to other tasks such as object
detection, image segmentation, or image registration. Here we turn a CNN model,
initially developed for a classification, into a regression model by replacing the last
layer of the CNN (the classification layer) with a regression block that outputs a
continuous quantity. As CNN feature maps are passed through non-linear activation

functions, the resulting regression models are non-linear.

Mathematical formulation

Consider a labeled dataset D = {(z;,v;) : ¢ € [1, N]}, where N is the size of the
dataset. Each z; represents an image, and each y; is the corresponding label. Let
X be the set of all images in the dataset, and ) be the subset of R corresponding
to the possible values of the viewpoint. Suppose each z; € X is related to the
corresponding y; € ) by some unknown labeling function f : x; — y; = f(z;). The
goal of the CNN model is to assign a label to each image in a test dataset for which
a ground truth label is not available. In the case of viewpoint estimation, we want

to know the corresponding viewpoint y; to any image x; that is not in the training
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set D. Since the function f is unknown, it cannot be used to find y; by substituting
x; into f. We therefore require an approximation of f in order to estimate the

viewpoint y; for any image x; that is not in the training set.

A regression model approximates the function f with another mapping f CX Y =
f(z;) = f(z;). For any image z; in the test set, the viewpoint can be estimated
as y; = f (zj). A CNN-based regression model approximates f by learning from
the training dataset D. The model learns from the training dataset by adjusting
its parameters such that for each training image x;, the predicted y; = f (x;) is
as close as possible to y; = f(z;). The closeness of each predicted f(z;) to the
ground truth y; is measured by a cost function, which is typically a mean square
error (MSE) for regression problems. The adjustment of the model parameters
is done by minimizing the cost function using some optimization method, usually
based on gradient descent. The function learned by the CNN model can be defined
by f@ DT f@(xi), where © represents the state of the parameters at any given

training iteration.

Model architecture

Convolutional neural network models generally involve millions of trainable param-
eters. Training such models from scratch requires a large amount of data. When
the amount of training data is insufficient, the model can easily overfit the training
data. Given the limited size of our viewpoint dataset, training a CNN model from
scratch would therefore be impractical as this would certainly lead to overfitting.
Instead, we use transfer learning where a model trained on one dataset is fine-tuned
on another dataset to solve a different problem. This approach usually requires less
training data compared to training a model from scratch. Thus transfer learning is
more adapted to applications where the size of the dataset is not sufficient to train

a model from scratch.

For the CNN-based regression, we use the Inception-V3 [¢1] model which was ini-
tially trained on ImageNet [13] for natural image classification. The last layer of the
pre-trained model is removed and replaced by a fully-connected layer whose weights
are randomly initialized. This fully-connected layer is followed by a single neuron
layer that gives the output angle for each input image. Figure 4.1 shows a diagram

of the regression model.

Cost function

The cost function, also called loss, is a function that evaluates the closeness of the

A

predicted label g; = f(x;) to the ground truth label y; = f(z;). For regression tasks,
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Figure 4.1: Block diagram of the CNN-based regression model for viewpoint esti-
mation.

a typical cost function is the mean square error (MSE) defined by

N
1 .
Lyse = N E (yi — 9:)°. (4.1)
i1

In essence, the MSE cost function “guides” the model to make predictions as close
as possible to the ground truth, when the model parameters are chosen such that
the loss is minimal. However, the MSE does not take into account the geometrical
attributes of the viewpoint space. In effect, predictions deemed very distant by the
MSE loss could in fact correspond to very close viewpoints. For example, a prediction
of § = 359° when the ground truth is y = 0° would suffer a very high penalty by
the MSE cost function while this prediction is actually very close to the ground
truth viewpoint. Thus nearby views might score a higher MSE cost than far away
views since the viewpoint space is circular. A cost function capable of dealing with
the geometric nature of the problem is therefore required for a successful viewpoint

regression model.

Let 6 and 6 be the target and the predicted viewpoint respectively. Let us associate
0 and § with two points M; and M, (respectively) on a unit circle. We can then
derive a cost function from the square of the Euclidean distance between M; and
M.

Let M; = (cosf,sinf) and M, = (cos6,sin 0). The square of the Euclidean distance
between M; and Ms is defined by

(MyMy)? = (cos @ — cos 0)? + (sin 6 — sin 0)?, (4.2)

which reduces to

A

(M, My)? = 2(1 — cos(6 — 6)). (4.3)

Our regression cost function is derived from the Euclidean distance between M; and
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Mgi

Lrpc(0,0) =1 — cos(6 — 0). (4.4)

It is worth noting that the cost function defined in Equation (4.4) is one among many
loss functions that could be used to train a regression-based viewpoint estimation
model. Here we opt for this cost function as it captures well the circular distribution
of the viewpoint space. This cost function is minimized using the stochastic gradient
descent (SGD) optimizer.

4.2.2 Model training

The objective of the training process is to find the optimal state of the model’s
parameters that minimizes the cost function. When the objective function is convex,
there exists an absolute minimum that can be obtained without difficulty. However,
due to the use of non-linear activation functions and the depth of CNN models the
cost function is non-linear, which leads to a non-convex optimization problem. In
such a case, the convergence to the global minimum is not guaranteed, and one
generally aims at finding the best local minimum. The optimization requires more
subtle methods to avoid getting stuck in a bad local minimum. There are several
methods that are used to optimize the cost function of a CNN model. These methods

are typically based on the gradient descent algorithm.

We use the stochastic gradient descent (SGD) algorithm to optimize the cost func-
tion defined in Equation (4.4). The SGD algorithm evaluates the gradient of the
cost function with respect to each trainable parameter in the CNN model. At each
training iteration, the state of the model parameters is updated to minimize the
loss. The model parameters are updated in the negative direction of the gradient as
described by

Wiy = W; — AV Lggg, (4.5)

where the constant A is the learning rate, W; is the weights at iteration i, and Lrpqg
is the loss at iteration i. To avoid any brusque alteration of the pre-trained weights,

the initial learning is reduced progressively during training using exponential decay.

At each training iteration, the model predicts the viewpoints of a batch of images.
The correctness of these predictions is measured by the cost function. The SGD al-
gorithm is then used to update the model parameters according to their contribution
to the total loss. After each training epoch, the model is evaluated on the validation
set. We stop training when the performance on the validation set stops improving.
The best-performing model on the validation set is restored and evaluated on the

test set.
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4.2.3 Evaluation metrics

We use the median error (MedErr) and the accuracy at 6 (Accy), as proposed by
Tulsiani and Malik [81], to measure the performance of the model. We do not use
the mAVP metric since this experiment performs a pure viewpoint classification (or

regression) task without any prior object detection.

Median error

The median error is the median of the vector of distances between the targets and
the predicted viewpoints. The distance between two viewpoints 6 and 0 is defined
by the geodesic distance between the rotation matrices R; and Ry associated with

6 and 6 respectively [21]:

\/5 .

A(Ry, Ry) = | (4.6)

Accuracy at 0

The accuracy at 6 is the frequency at which the predicted viewpoint falls within a
threshold of 6 from the target viewpoint (i.e. A(Ry, Ry) < 6). In line with what is
proposed by Tulsiani and Malik [34], we use 6 = .

4.2.4 Results

The results for our regression method for viewpoint estimation (Acc%, and MedFErr
in degrees) are as follows: Accz = 30.83% and MedErr = 45.38. It turns out that the
regression method does not work very well for viewpoint estimation despite the fact
that it seems to be a natural formulation to solve the problem. We will investigate

classification methods, where each viewpoint is treated as a separate class.

4.3 Nearest neighbor classifier

In contrast with our expectations, the regression method for viewpoint estimation
was not very effective. We therefore resort to classification methods to solve this
problem. To start our investigation of classification models for viewpoint estimation
we first use a non-parametric model, namely the k-nearest neighbor (kNN) classifier,
as a baseline to compare the performance of more elaborate classification models.
The performance of the nearest neighbor model is also compared to the regression
method. In this section we present the nearest neighbor classification method and

its results on the viewpoint estimation task.
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The nearest neighbor classifier (or more generally the k-nearest neighbor (kNN)
classifier) is a non-parametric machine learning algorithm that predicts the label of
an unseen data point by making comparisons with data in a training set. A kNN
classifier outputs the k closest data points to the test data point. The closeness
of the data points is measured using a suitable similarity metric. In the current
case of image classification, our data points are images. As these images are of high
dimensional (400 x 400), a direct comparison of the test image to every image in
the training is not feasible. Instead, the images are reduced to a lower-dimensional
feature space where the comparison can be done more efficiently. Thus the first step
of our kNN-based viewpoint estimation is to extract some useful features from the

training images.

4.3.1 Feature extraction

Image features are attributes, often of lower dimension than the original image, that
characterizes an image. Here we use a CNN-based method to extract features from
the images. More precisely, we use a convolutional autoencoder (CAE) that converts

the raw 400 x 400 images to lower-dimensional features.

Convolutional autoencoder

The convolutional autoencoder (CAE) is composed of two mirrored fully convo-
lutional network (FCN) [51] blocks such that the output of the first FCN model
corresponds to the input of the second FCN model, as illustrated in Figure 4.2. The
task of the first FCN model (encoder) is to reduce the image to a lower-dimensional
feature map of size 25 x 25 (CAE codes). Thus the input image of size 400 x 400 is
fed to the first FCN model, and passed through various convolutional layers which
finally produce the CAE codes. The second FCN (decoder) attempts to reproduce
the original input image from the CAE codes. Therefore the CAE model learns
to reproduce its input image at the output, without explicitly learning an identity
map. This is achieved by minimizing the MSE between the input image and the

output image.

Feature maps

After the convergence of the convolutional autoencoder model, the decoder part of
the model is discarded. The encoder is then used to generate the 25 x 25 feature maps
representing the image features. Each image in the dataset is fed to the encoder,
and the output of the encoder is stored as the feature of that image along with
the corresponding viewpoint label. Figure 4.3 illustrates the result of the encoding

process.
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Figure 4.2: Architecture of the convolutional autoencoder that reduces the input
images into lower dimensional feature maps.

4.3.2 Viewpoint prediction

The extracted feature maps of size 25 x 25 are flattened into 1D feature vectors. For
each image in the training set, a feature vector is computed and stored along with
the corresponding viewpoint label. Given a test image, we extract a feature vector,
which is compared to the feature vectors from the images in the training set. We

use the Euclidean norm to evaluate the distance between feature vectors.

Generally, a kNN classifier outputs the k£ most similar classes from the training set.
Here we choose k = 1. For each test image, the kNN classifier outputs one viewpoint

class corresponding to the closest image in the training set.

4.3.3 Results

The performance of the kNN model is evaluated using the accuracy at 6 and the
median error as described in Section 4.2.3. The results of the evaluation are as
follows: Accz = 57.78% and MedErr = 23.50.

Although there is an improvement over the regression method, the performance
of this classification method remains low and it is certainly not good enough for

practical uses. We therefore need to develop more advanced classification methods.
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Figure 4.3: Autoencoder feature extraction. The first row represents three input
images. Their encoded representation (feature map) is depicted in the second row.
The last row is the reconstruction of the input image at the output by the autoen-
coder.

4.4 CNN-based classification

Deep learning models, particularly CNN, have achieved tremendous success and
produced state-of-the-art results on many image classification problems [31, 12 81].
Here we attempt to solve the viewpoint estimation problem using a classification
model based on CNNs. In this section we present the classification model, the

different experiments performed, and the results obtained.

4.4.1 CNN model

In order to solve the viewpoint estimation problem using a CNN, we need to dis-
cretize the viewpoint space as discussed in Section 4.1.1. The CNN model needs to
solve a 360-class classification problem. Our CNN model is based on the Inception-
V3 model [31] which was pre-trained on ImageNet for natural image classification.
Since this model was initially designed to solve a 1000-class classification problem,
its architecture must be modified for 360-class classification. The top fully-connected

layer made of 1000 neurons is replaced by a pooling layer that summarizes the salient
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features extracted by the base CNN model. The pooling layer is then followed by a
classification block (made of two fully-connected layers) which classifies the features
extracted from the base model. The last fully-connected layer of the classification
block is made of 360 units that represent each of the viewpoint classes. The diagram
of the CNN-based classification model is depicted in Figure 4.4.

Base model Classification bock Output layer

Input

Fully connected

— i -
Image Inception-V3 —>| layers

Figure 4.4: Block diagram of the CNN-based classification model.

4.4.2 Viewpoint label encoding

The class labels are one-hot encoded, i.e. sparse vectors containing 1 at the po-
sition corresponding to the ground truth class and 0 everywhere else (e.g. y =
[0,0,1,0,...,0]). This type of encoding allows efficient computation of the cost
function using vectorized operations which are particularly optimized in machine

learning libraries.

4.4.3 Cost function

For this classification task, we use a standard cost function, namely the cross-entropy

loss defined by
360

Log ==Y yrlog(ps), (4.7)
o

where y;, and pj, are the k' element of the target vector and the predicted probability

vectors respectively.

This cost function measures the distance between two probability distributions. In
this case, the input vector y = (yx)1<k<360 and the output vector p = (pg)1<r<se0 are
interpreted as probability distributions. The goal of the optimization is to minimize

the cross-entropy loss by making these probability distributions as close as possible.

4.4.4 Model training

The CNN-based classification model is trained and evaluated on the same dataset
as the regression model in order to compare the performance of the models. The

SGD optimizer is used to minimize the cross-entropy cost function. After setting the
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hyperparameters, we train the model for a few epochs. We use an initial learning
rate A\ = 1073. The initial learning rate is decayed exponentially at every 1000
iterations with a decay rate of 0.96. The performance of the model is evaluated on
the validation set after each epoch, and the training is stopped when the performance

on the validation set stops improving.

4.4.5 Model evaluation

After convergence of the optimization, we stop the training and the best model
is evaluated on the test set. We use the accuracy at 6 and the median error as
performance metrics. The proposed CNN-based classification model has an accuracy
at Accz = 56.11% of and a median error MedErr = 19.

4.5 Summary

In this chapter we presented different methods to solve the one-dimensional view-
point estimation problem. We first used a regression model based on CNNs to esti-
mate the rotation angle around a 3D volume. The accuracy and the median error
on the test dataset show that the regression method is not effective for solving the
viewpoint estimation problem. We then investigated classification models, namely
k-nearest neighbor, and CNN-based classifiers. The classification models, especially
the CNN-based model, perform better than the regression method, although their

performance is still not satisfactory.

In the next chapter we investigate more elaborate classification methods for one-

dimensional viewpoint estimation.
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Chapter 5

Geometry-aware classification

The CNN-based classification model developed to solve viewpoint estimation in
Chapter 4 requires the discretization of the viewpoint space into a finite number
of viewpoint classes. Also, the labels are represented using one-hot encoding where
each label is a sparse vector containing zeros everywhere except at the location cor-
responding to the ground truth class. Since this sort of encoding assigns the highest
label score to the ground truth class and the lowest score to all the other classes, we

term the CNN model using this type of label representation hard classification.

The hard classification does not take into account the geometric nature of the view-
point estimation problem since all classes which do not correspond to the target
class are zero-weighted in the cost function. Thus it does not make a difference if
the model makes a wrong prediction that is close to the target or far away. This is
not ideal since we would rather have a wrong prediction that is close to the target
than a wrong prediction that is far from the target. To address this problem, we use
a “soft” labeling technique whereby the classes close to the target class are assigned

non-zero weights.

In this chapter we explore methods that make a CNN-based classification model
more adapted to the viewpoint estimation problem. In effect, the problem of view-
point estimation has specific requirements due to the geometry of the viewpoint
space. In Section 5.1 we present a soft label encoding method as an alternative to
one-hot encoding. Section 5.2 presents a geometry-aware classification model using
a label smoothing regularization technique, where the label softening discussed in
Section 5.1 is integrated into the cost function. In Section 5.3 we study the effect
of the input image size on the CNN model performance. In Section 5.4 we present
the results of viewpoint estimation with offline data generation. The experimental

results using data generated with DeepDRR are presented in Section 5.5. Although
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the offline data generation method is effective to solve the problem, it does not fully
leverage 3D information in the CT volume. Using online data generation, we are
able to augment the training data with small random rotations at each training it-
eration. The viewpoint estimation method with online data generation is presented
in Section 5.6. The augmentation of the training data with random out-of-plane
rotations improves the result of the viewpoint estimation model. To develop models
that generalize well, in Section 5.7 we extend the viewpoint estimation models to
learn from multiple CT scans. Section 5.8 presents a summary of the experiments

and results.

5.1 Classification with soft labels

The one-dimensional viewpoint space around a 3D object is circular and continuous.
Thus close viewpoints yield similar projections from the 3D object. This leads to a
similarity in the viewpoint classes after the discretization of the viewpoint space. In
hard classification, where the labels are one-hot-encoded, the CNN model aims at
maximizing the logit score of the correct class while the scores of all the other classes
are minimized. Hard classification assumes that the different classes are completely
independent and that there is no similarity between them. This is obviously not
the case for the viewpoint estimation problem, where some classes are more similar
than others. In this section we propose a soft label representation of the viewpoint
labels as an alternative to the one-hot encoding labels. The soft labels are then used

to train a CNN model with a cross-entropy cost function.

5.1.1 Soft label encoding

For soft viewpoint labels, a non-zero weight is assigned to the ground truth class. In
our experiments, the weight of the ground truth class is set to 0.2. Nearby classes
are then assigned non-zero weights smaller than the weight of the ground truth
class. We set the weights of the eight nearest classes to the ground truth to 0.1.
For example, the soft label corresponding to the viewpoint class 8 = 5° is defined
by y =[0,0.1,0.1,0.1,0.1,0.2,0.1,0.1,0.1,0.1,0, ..., 0]. This type of label encoding
guides the CNN model to make predictions that are either equal to the ground truth

or equal to another viewpoint close to the ground truth.

5.1.2 Cost function

For an effective classification, it is essential to train the model using a cost function
that is able to guide the model to separate the different classes. Building on the

previous experiments (of hard classification), we use a modified cross-entropy cost
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function as defined in Equation (5.1):

360

Lyce ==Y yxlog(p), (5.1)
k=1

where v, and pj, are the k" element of the target vector and the predicted probability
vectors respectively. The vector y = (yx)1<k<360 18 the soft label vector instead of the
one-hot encoded vector in a classical cross-entropy loss. The vector p = (pr)1<k<360

is the output probability distribution.

The optimization of the modified cross-entropy loss implicitly optimizes the cost

function of the usual cross-entropy loss.

5.1.3 Model training

Similar to the hard classification model, the soft classification model is based on
the modified Inception-V3 CNN. The model is trained by minimizing the modified
cross-entropy loss function using the stochastic gradient descent (SGD) optimizer.
In order to compare the results fairly, we trained the model using the same training
and validation data splits as in the hard classification case. The model is trained
for a few epochs until convergence. Between each epoch, the performance of the
model on the validation set is evaluated and the corresponding state of the model
parameters is saved. The training is stopped when the performance of the model on

the validation set does not improve in two successive epochs.

5.1.4 FEvaluation and results

After training, the best-performing model on the validation set is restored and evalu-
ated on the test set. The soft classification method gives better results than the hard
classification method, as summarized in Table 5.1. The label softening technique
improves the accuracy from 56.11% to 76.39% and lowers the median error from
19.0 to 9.0 degrees. The predictions from the soft classification model are therefore

more precise than those of the hard classification model.

Table 5.1: Viewpoint estimation results for soft classification.

Methods Accs (%) | MedErr (degrees)
Hard classification 56.11 19.00
Soft classification 76.39 9.00
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5.2 Geometry-aware classification

One shortcoming of the soft label approach discussed in the previous section is that
the dataset has to be relabeled with the new label weights. Also, the choice of
label weights is specific to the application and they are unlikely to generalize well to
other applications. We, therefore, investigate methods to improve the label-softening

strategy proposed in the previous section.

One alternative to “softening” the labels in the training set is to use a geometric

structure-aware loss function as proposed by Su et al. [79].

5.2.1 Geometry-aware cost function

The new cost function is a modified version of the normal cross-entropy loss. The

adapted cross-entropy loss is defined by

Laog = — Zexp (—M> log(pk), (5.2)

o
where kg is the ground truth viewpoint, o is a hyper-parameter, and p is the

probability of viewpoint k.

In this cost function, each viewpoint is given a weight that decays exponentially
as the viewpoint moves away from the target viewpoint. This implicitly forces the

model to predict viewpoints close to the target.

5.2.2 Optimal label softening

As can be seen in Equation (5.2), the label softening depends on a hyper-parameter
o which controls the decay rate of the viewpoint weights. In other words, the hyper-
parameter ¢ determines how broad the exponential decay label softening should be
for an optimal viewpoint estimation result. Figure 5.1 shows the distribution of the
viewpoint labels for different values of o. Larger values of ¢ make the label weight
distribution very wide. This implies that more viewpoint classes centered around
the ground truth viewpoint class will contribute to the loss for each prediction. On
the other hand, smaller values of ¢ lead to a smaller distribution extent. Thus fewer
viewpoint classes contribute to the cost function. When the value of o is sufficiently
small, the modified cross-entropy tends to the classical cross-entropy loss. This
means that the classical cross-entropy loss is a special case of the modified cross-
entropy loss. Therefore, in theory, a model trained using the modified cross-entropy
loss would generalize better than one trained using the classical cross-entropy loss

for the problem of viewpoint estimation.
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Figure 5.1: Class weights distribution for different values of o, when the ground

truth label is 6 = 5°.

We need to find the value of o that gives the best result for our application. Fig-

ure 5.2 shows the result of viewpoint estimation for different values of the hyper-

parameter o. For each value of the o, a model is trained using the modified cross-

entropy loss. The performance of the trained models is then evaluated on the test

set. The value of ¢ that gives the best results is used in subsequent experiments.
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Figure 5.2: Variation of accuracy with o.
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5.2.3 Model training and evaluation

The model is trained using the SGD optimizer until convergence. The trained model
is evaluated on the test data. The results of the geometric structure-aware classifi-
cation method (Accz and MedErr in degrees) are compared to the results of other

classification methods in Table 5.2.

Table 5.2: Viewpoint estimation results for soft classification with a geometry-aware
cost function.

Methods Aces (%) | MedErr (degrees)
Hard classification 56.11 19.00
Soft classification 76.39 9.00
Geometry-aware cost function 75.28 8.00

Thus the geometry-aware cost function method gives comparable results to the soft
label classification model. However, the geometry-aware cost function has the ad-
vantage that the softening of the labels is not fixed. The label softening is therefore
not application-specific as the labels can be adapted according to the degree of

similarity between classes.

5.3 Effect of the size of the training images

In order to determine the optimal input size for the soft classification, we ran the
experiment for different input sizes. The results for accuracy and median error are

reported in Figure 5.3.

—— 400 x 400

300 x 300
—— 200 x 200
— 100 x 100

T T T T T T
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Threshold (degrees)

Figure 5.3: Effect of training image input size on accuracy.

We note a significant drop in performance when an input size of 100 x 100 is used,
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suggesting a loss of information due to the downsampling operation on the original
image. The same drop in performance, although less pronounced than the one
observed for the 100 x 100 case, is observed for the input size of 300 x 300. However,
the input size of 200 x 200 gives similar results to the 400 x 400 input size case.
This suggests that the amount of information lost when downsampling the original
image from 400 x 400 is negligible. For computational efficiency, we will therefore

be using an input size of 200 x 200 in all subsequent experiments.

5.4 Viewpoint estimation results

Here we summarize the results for viewpoint estimation for all the methods (regres-
sion, nearest neighbor, soft classification, hard classification, and geometry-aware
classification). Figure 5.4 shows the variation of the accuracy as the threshold er-
ror increases, whereas Figure 5.5 shows the values of the median errors. We can
see that the soft label and the geometry-aware classification methods significantly

outperform the other methods.
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Figure 5.4: Accuracy of classification-based viewpoint estimation methods.

5.5 Experimental results using DeepDRR

To compare DeepDRR with FVR, we trained the viewpoint estimation models using
data generated with DeepDRR. We report the results of the CNN-based regression

and classification models in Table 5.3.

The results show that the models trained using data generated with DeepDRR per-

form better than those trained using FVR. This improved performance is probably
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Figure 5.5: Median error of classification-based viewpoint estimation methods.

Table 5.3: Viewpoint estimation accuracy of viewpoint estimation models when
trained using data generated with DeepDRR and FVR.

Methods FVR | DeepDRR
Regression 30.83 37.22
Hard classification 56.11 61.67
Geometry-aware classification | 75.28 87.22

due to the fact that the projection done in DeepDRR yields DRRs with more de-

tailed hard tissue structures compared to the parallel projection done by FVR.

However, the experimental investigation done in this thesis would not be possi-
ble using DeepDRR—the computational and memory requirements would be too
high for many of the methods explored. In the next experiments, we use the FVR
method due to its computational efficiency, which allows us to generate data online

at training time.

5.6 Viewpoint estimation using online data gen-

eration

In this section, we present the viewpoint classification experiment using an online
data generation strategy. In Section 5.6.1 the data generation method is presented,
followed by a description of the different data augmentation methods used to train
the classification model in Section 5.6.2. The training process is presented in Sec-

tion 5.6.3, followed by the evaluation and results in Section 5.6.4.
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5.6.1 Online data generation

We use an online data generation strategy where the data required at each training
iteration is generated on the fly. This allows the incorporation of 3D information
in order to build a model that is more robust to variation between training and
test images. However, online data generation has a drawback in that it adds a
data generation time component to the overall training time. This could be limiting
especially when the data generation method is not very fast. We, therefore, use the
Fourier volume rendering (FVR) method for DRR generation, which is more efficient
than the additive projection method. With the online data generation method, we
are able to augment the training data with random translation, in-plane rotation,
and out-of-plane rotation. The CT volume used for data generation has dimension
512 x 512 x 512. After projection, each DRR has a size of 512 x 512.

5.6.2 Online data augmentation

As deep learning model training requires large amounts of data, various data aug-
mentation techniques are usually used to effectively get more training data. We
augment our training data using small translations and rotations of the input im-

age.

Translation

The training images are made of 400 x 400 patches taken around the center of the
512 x 512 projected images from the CT volumes. Figure 5.6 shows the central patch
taken from a projected image. For data augmentation with translations, a window
defining the central image is translated horizontally and vertically by a random
amount. The patch corresponding to the new position of the sliding window is
extracted from the 512 x 512 projection and used as a new training image. We
limit the translation to the range —20 to 20 pixels (up, down, right, and left) in
the horizontal and vertical directions. The translation range is kept small to avoid

getting training images that do not contain the body region of interest.

Random in-plane rotation

The training data is also augmented with small in-plane rotations in the interval —10
to 10 degrees. This augmentation allows us to get more training images and also
to make the model robust to the possible difference between test data and training

data due to in-plane rotation.
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Figure 5.6: Central patch of size 400 x 400 extracted from an original image of size
512 x 512 using a bounding box.

Random out-of-plane rotation

In one-dimensional viewpoint estimation, we are interested in predicting the rotation
angle around one of the reference frame axes, which we have chosen to be the
longitudinal axis in this work. Rotations around the other axes (in-plane and out-
of-plane rotations) can be used to augment the training data. Thus we augmented

the training data with small out-of-plane rotations in the interval —5 to 5 degrees.

5.6.3 Model training

We use the same CNN model as in the previous experiment. For this experiment the
data required at each training iteration is generated just before it is fed to the CNN
model. Also, different data augmentation techniques are applied to the images to
get sufficient training data. The model is trained by minimizing the geometric-aware
cost function using the stochastic gradient descent algorithm. During the training
process, the performance of the model on the validation data is evaluated every
2,000 iterations. The model is trained until the performance on the validation set
stops improving. The performance of the trained model is then evaluated on the
test data.

5.6.4 FEvaluation and results

We evaluate the accuracy of the trained CNN model using different data augmen-
tation methods. We compare the effect of in-plane rotation and small out-of-plane

rotation on the performance of the model. The results from the additive projection
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(AP) data generation method and the Fourier volume rendering (FVR) data gener-
ation are also compared to check the consistency of results. Table 5.4 summarizes

the results of viewpoint estimation using data augmentation.

It turns out that augmenting the dataset with random out-of-plane rotations (£5

degrees) significantly improves viewpoint estimation performance.

Table 5.4: Accuracy of the viewpoint estimation model trained with data augmen-
tation.

Input data Ace= (%)
AP 75.28
FVR 75.0
FVR + in-plane rotation 75.83
FVR + out-of-plane rotation 81.94

A comparison of the results with previous experiments is shown in Table 5.4. We
note that the performance of the previous experiment (without random rotation data
augmentation) can be reproduced using the online data generation strategy. Also,
this experiment shows that data augmentation with random out-of-plane rotation

substantially improves the viewpoint estimation performance (by 6.66%).

The results obtained are consistent with those obtained using the offline data gen-
eration method, proving that online data generation is not only an efficient method
but also an effective strategy to train a CNN model for the viewpoint estimation
task. Also, the out-of-plane rotation gives better performance than the in-plane

rotation and translation-only data augmentation approaches.

5.7 Viewpoint estimation from multiple CT scans

In the previous experiments we generated all the training images from a single
CT scan and used a different CT scan of a different patient to generate test data.
The results demonstrate that this approach works reasonably well. However, we
notice that the performance tends to drop when we test the model on other CT
scans in the dataset, which suggests that the generalization power of the model
is limited. To improve the generalization capability of the model, we augment
the training set with images from other CT scan volumes. Thus the training set
used is generated from 21 different CT scans, and the test set comes from eight
different CT scans. Since the CTs are taken from different persons, there might be
a mismatch between corresponding views from different CTs. This would render the
viewpoint labels noisy and lead to poor performance. We need a cost function that

is able to accommodate these noisy labels. With training images being generated
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from 21 different CT scans, an online DRR generation approach would be time-
consuming and limiting. We therefore resort to an offline data generation method.
With this approach the type of data augmentation that can be done during training
is restricted to small translations and random in-plane rotations on the projected

training images.

In Section 5.7.1 we investigate the effect of the translation range on the performance
of the viewpoint estimation model. The effect of the input image size is presented in

Section 5.7.2. In Section 5.7.3 we present the effect of test-time data augmentation.

5.7.1 Effect of translation range on viewpoint estimation

performance

In this section we aim to determine whether there is an optimal range of the trans-
lation window in the training image that accounts for objects shifting between the
training image and the test image. We can try to make the viewpoint estimation
model translation invariant by augmenting the training data with appropriate ran-

dom translates of the training images

We ran a series of experiments with different translation ranges and evaluated the
effect of translation on viewpoint estimation performance. We started with a trans-
lation range of 1 x 1, corresponding to the central sub-image of 400 x 400 taken from
the original DRR of size 512 x 512. Thus the translation range of 1 x 1 corresponds
to an absence of translation augmentation in the training image. This is used to
establish a baseline for all the experiments with various translation ranges. The
translation window sizes experimented with are 1 x 1, 10 x 10, 20 x 20, 40 x 40, and
50 x 50.

For each translation range experimented, the model is evaluated on a test image
with a translation range 1 x 1 (i.e. on the central sub-image without translation).
As the translation range increases, the model is increasingly able to capture the
shift between training and test images. However, the performance does not improve
indefinitely, since the performance drops above the 40 x 40 translation range. Figure

5.7 summarizes the results for the different translation ranges experimented with.

5.7.2 Effect of the size of the sub-window used for training

In this section we investigate the sensitivity of the viewpoint classification model to
the size of the input image. We experiment with two different sub-windows of the
original image. The first experiment was done using an image of size 400 x 400, and

the second with an image of size 200 x 200.
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Figure 5.7: Effect of translation range on viewpoint estimation performance.

The results of the two experiments are shown in Figure 5.8. It can be seen that
the results obtained are quite similar. The size of the sub-image of the DRR used
for training does not have a significant impact on the model’s performance. This
confirms that the model is able to extract texture information from the image, and
is not just classifying the image based on the silhouette of the object present in the

image.
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Figure 5.8: Effect of the size of the sub-window used for training.
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5.7.3 Test-time data augmentation

Despite the augmentation done on the training data to make the model translation
invariant, there is still a drop in performance for certain test CT scans due to the
shift between training and test images. This suggests that the translation on the
training images is not sufficient to capture the misalignment between the object in
a training image and a test image. One solution to this problem is test-time data
augmentation [12] whereby predictions are made not only for a test image but also
for augmented versions of the test image. The projected DRR from the CT volumes
are images of size 512 x 512. We extract a test image from this DRR by taking a
crop of size 400 x 400 from the center of the original DRR, in conformity with the
method used to generate the training images. We then generate augmented versions
of this test image by translating a sliding window horizontally and vertically around
the center of the original DRR. At each location of the sliding window, a patch is
extracted from the DRR to form a new test image. The main test image and all
its augmented versions are passed through the classification model, which predicts
a candidate viewpoint. Since the predicted viewpoint must be unique for each test
image, we need some way to determine the actual prediction from all the candidate
viewpoint predictions. One way to derive the viewpoint prediction is by taking the
average value of all the candidate predictions, as proposed by Krizhevsky et al. [12].
Alternatively, we can associate a confidence score to each candidate prediction and
use the candidate prediction with the highest confidence score as the predicted view-
point. In this section we first investigate the effectiveness of the average aggregation
method. We then explore a few confidence scoring methods, namely an entropy mea-
sure, and an autoencoder reconstruction error. The performance of the test-time
augmentation methods is compared to the result of the single test image without

data augmentation in Table 5.5.

Prediction average

Given a DRR of size 512 x 512 generated from a test CT scan, we crop 81 patches
of size 400 x 400 around the center of the DRR by moving a sliding window across
the image in a range of —20 to 20 pixels horizontally and vertically. The viewpoint
estimation model makes a prediction for each test image, and the average of all 81
predictions is used as the predicted viewpoint for the original DRR. The results sum-
marized in Table 5.5 show that the averaged prediction is worse than the prediction

obtained using only the central patch of the original test image.

Averaging the prediction from all possible object locations is not an effective strat-
egy. This can be explained by the fact that the averaging combines good predictions

and bad predictions together without any scoring mechanism to evaluate the accu-
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racy of each prediction. We therefore require a more elaborate technique that is
able to quantify the accuracy of each prediction from a candidate image. The next

experiments explore a few confidence scoring methods.

Entropy

In information theory, the entropy measures the uncertainty in a probability distri-
bution. The entropy is maximal for a uniform distribution (total uncertainty since
no event has priority over the other) and minimal for a certain outcome. Since the
output of our neural network is a softmax probability distribution, we can use the
entropy to quantify how confident the model is about the predicted viewpoint. A
low entropy value would indicate high confidence in the model prediction whereas a

high entropy would indicate a high uncertainty in the model’s prediction.

We investigate whether the entropy of the softmax probability distribution of the
viewpoint estimation model would be a good measure of the confidence of the model
about the predicted viewpoint. Thus the prediction with the smallest entropy is
compared to the prediction with only the central sub-image of the test DRR.

For each test DRR of size 512 x 512, we generated 81 augmented test images of size
400 x 400 around the center of the test DRR. The prediction of each test image
of size 400 x 400 is stored on a heat map of confidence scores as shown in Figure
5.9. The prediction corresponding to the minimal value of the entropy is used as
the predicted viewpoint of the original test image. This approach proves to give
better performance than simply evaluating the performance using the central image
of each DRR, as illustrated in Table 5.5.

Autoencoder

An autoencoder is primarily used for dimensionality reduction to compress high-
dimensional data into a more compact representation. Technically the autoencoder
is a self-supervised learning model that aims to reconstruct its input at the output
without simply copying the input to the output. In the dimensionality reduction
context, it is the inner representation of the autoencoder that is of interest, as
the latent representation of the input is typically of lower dimension than the input.
When an autoencoder is successfully trained to reconstruct images from the training
set of a particular dataset, the quality of a reconstructed test image could be used
to evaluate how similar the test image is to the images that the autoencoder was
trained on. Thus an autoencoder can be used as an outlier detector. Here we aim
to use the autoencoder to identify whether the test image is significantly different

from the images used to train the viewpoint estimation model, and to use prediction
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Figure 5.9: Entropy heat map.

from the most relevant candidate images only.

We use the reconstruction error of an autoencoder to detect outlier images in the
test data. We then evaluate the viewpoint estimation model on those test images

that the autoencoder can reconstruct accurately.

We implemented a convolutional autoencoder that reconstructs training images ac-
curately. Fach of the 81 test images cropped from the original DRR is passed to
the autoencoder. The image with the lowest reconstruction error represents the
image that most resembles the training data. We used the prediction of this test
image as the actual predicted viewpoint of the model. It can be seen that although
the predictions obtained with the autoencoder are better than the predictions of
the baseline, the performance is not as good as the performance obtained with the

entropy method. The results are summarized in Table 5.5.

Table 5.5: Test-time data augmentation results. The Reference method is obtained
using a single test image without data augmentation.

Scoring Method | Accx (%)
Reference 80.45
Entropy 83.68
Average 67.33
AE 77.64
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5.8 Summary

In this chapter we presented several CNN-based classification methods for the view-
point estimation problem. We first used soft labels as an alternative to one-hot-
encoded labels. This makes the classification model more aware of the similarity of
nearby viewpoint classes. We then integrated the label softening process into the
cost function by using a label softening, which eliminates the need to re-label the
dataset with soft labels. Moreover, we investigated methods to train the viewpoint
estimation model using online data generation. Generating the data online allows
us to augment the training data with out-of-plane rotation which improves the per-
formance of the viewpoint classification model. We also investigated how test-time

data augmentation influences viewpoint estimation performance.
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Chapter 6

Three-dimensional viewpoint

estimation

The viewpoint estimation task aims to identify the position of a camera with re-
spect to an object in a 3D world using the projection of this object in a 2D image.
Viewpoint estimation is a 3D problem that cannot be solved by estimating just
one rotation angle. A full 3D rotation is therefore necessary to fully define an
object’s viewpoint. There are various parametrizations possible for a 3D rotation
angle. The most common representation uses Euler angles, which are an extension
of one-dimensional rotation representations, by considering rotations around each
of the three axes of the Cartesian coordinates system. This representation becomes
sometimes ambiguous due to the order of the combination of the three individual
rotations. Another possible representation is the axis-angle representation, where a
rotation in three-dimensional space is defined by a one-dimensional rotation around
an arbitrary axis. A more effective method to represent rotations in 3D is the quater-
nion representation where any rotation in a 3D space is represented by a unit 4D
vector. The quaternion representation is equivalent to the axis angle parametrization
as each unit quaternion can be written in axis-angle notation. However, quaternion
parametrization is often preferable as it represents rotations more concisely and
makes rotation composition straightforward. In this chapter we present the rotation
parametrization techniques and motivate the choice of quaternions for 3D viewpoint

estimation.

In Section 6.1 we present the different parametrizations possible for 3D viewpoint
estimation with their advantages and limitations. Section 6.2 presents a baseline
approach for 3D viewpoint estimation using an Euler angle parametrization of ro-
tations. In Section 6.3 we present a regression method for viewpoint estimation

using a quaternion representation. In Section 6.4 we present a method for classify-
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ing quaternions for viewpoint estimation. Section 6.5 concludes the chapter with a

summary of the results.

6.1 Viewpoint representation

In three-dimensional space the viewpoint of an object is fully defined by six param-
eters: vp = [ty,ty,t,, T4, 1y, 7], where the first three parameters define the position
of the object and the last three define the orientation of the object. Here we restrict
the viewpoint estimation problem to the determination of the orientation parameters
(ry,ry, ;). There are several parametrizations possible to define the 3D orientation
of an object. In this section we present Euler angle, axis-angle, and quaternion
representations of 3D rotations and expose their respective advantages and disad-

vantages.

6.1.1 Euler angles

In a three-dimensional Euclidean coordinate system, the Euler angles are defined
by a rotation around each of the coordinate axes. Each of these rotations can be
associated with a rotation matrix. The rotations of angle «, £, and v around the

xr-axis, y-axis, and z-axis are defined by three rotation matrices as follows:

(1 0 0
R.(a) =10 cosa —sinal, (6.1)

0 sina cosa |

[ cosB 0 sinf]
RB)=1] 0 1 0 |, (6.2)
| —sinf8 0 cosf3]
[cosy —siny 0]
R.(v) = |siny cosy Of. (6.3)
0 0 1

R, () represents a rotation of angle av about the x-axis, R, () represents a rotation
of angle 8 about the y-axis, and R,(7) is a rotation of angle v about the z-axis.
A 3D rotation using an Euler angle representation is defined as the composition
of rotations around each of the three axes. Thus the resulting rotation can be
expressed as R = R,(a)R,(8)R.(y), which represents rotations around z —y — z
axes successively. Since matrix multiplication is not commutative, changing the
order of composition results in a different 3D rotation matrix. There are six possible

combinations: v —y—z, v —z—y,y—r—2z,y—2—x,2—x —y,and z —y — x.
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Each of these sequences corresponds to a particular 3D rotation.

Thus the Euler angle rotation definition depends on the order of composition of the
rotation around each of the three axes of the Euclidean coordinate system. Once
the order of composition is chosen, any 3D rotation can be obtained by using the
three individual 1D rotations. The main advantage of Euler angles for 3D rotation
representation is that they are simple to understand since they are a mere extension
of 1D rotation (three consecutive 1D rotations around different axes). This type
of representation of 3D rotations has a major shortcoming, namely the gimbal lock
problem where objects subject to 3D rotations lose one degree of freedom and become
restricted to 2D rotations. This happens when the angle of the rotation around the

second axis, the y-axis in this case, is equal to 7.

Let 8 =7 in R = R,(a)Ry(B)R.(7). Then the resulting rotation is given by

7r
R = Ry(a)Ry(5)R(7) (6.4)
10 0 [Jo 0 1] [cosy —siny 0
=10 cosa —sina| [0 1 0] |siny cosy O (6.5)
|0 sina cosa | [—-1 0 O 0 0 1
1 0 o ][ o 0 1
=10 cosa —sina siny  cosy O (6.6)
sina cosa | [—cosy siny 0
[ 0 0 1
= |cosasiny +sinacosy cosacosy —sinasiny 0 (6.7)
|Sinasin?y — cosa cos?y sinacosy +sinasiny 0
[ 0 0 1
= | sin(fa+7v) cos(a+7) 0]. (6.8)
| —cos(a+7) sin(a+7) 0

The resulting rotation matrix depends on « + «, which can be replaced by a third
rotation angle. Thus the rotations around the z — x axes collapse into a rotation
around a single axis. This leads to the loss of one degree of freedom known as gimbal
lock.

Gimbal lock could be a serious problem in some applications when an object subject
to 3D rotation using Euler angles representations is stuck in some orientation (e.g.
an aircraft unable to pitch to change its altitude). An alternative to the Euler angle
representation is the axis-angle representation where 3D rotations are parametrized

as a rotation around an arbitrary axis in a three-dimensional space.
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An illustration of the projection resulting from the three rotation axes is presented
in Figures 6.1, 6.2, and 6.3.

6, = 0deg.

[

Figure 6.1: Rotation around the z-axis.

6, = 30 deg. 6, = 60 deg.

(] E&3

6, = 120 deg.

6, = 150 deg.

6, = 0deg.

[

6y = 90 deg.

6y = 120 deg. 6y = 150 deg.

Figure 6.2: Rotation around the y-axis.

6.1.2 Axis-angle representation

The axis-angle representation is defined by a rotation around an arbitrary axis in
3D. This representation is parametrized by (#,u), where u is an arbitrary unit
vector in 3D and 6 € [0, 7] is a rotation angle. In particular, rotations of angles
«, [, and v around the base vectors i, j, k of the Cartesian coordinates systems
can be represented as (a, i), (8,]), (o, k) respectively. Thus (7, [1,0,0]) represents

™

a rotation of angle § = 7 about the z-axis. As the rotation vector is not restricted
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6: = 0 deg.

r |

6, = 60 deg.

“

6; = 150 deg.

Figure 6.3: Rotation around the z-axis.

to the reference axes of the Cartesian coordinates system, any orientation can be
achieved by choosing a suitable rotation axis and rotation by some angle about the

chosen rotation axis.

Axis angle can be converted from Euler angle representation. Let

i1 T2 T13
R= To1 To2 To3 (6-9)

31 T32 T33

be the rotation matrix obtained after composing the three Euler angle rotations. The

equivalent axis-angle representation is defined by the angle # = arccos (%)
32 — T'23

and the rotation axis u = zsiﬁ ri3 — 731 | - Although the axis-angle representation

T21 — T12
avoids the gimbal lock problem encountered by the Euler angle representation, it

comes with its own shortcomings. Like Euler angles, the axis-angle representation
is not very practical for rotation interpolation. A representation of 3D rotation that

works well for rotation interpolation is the quaternion representation.

6.1.3 Quaternions

For years mathematicians sought an extension of complex numbers to higher di-
mensional spaces. Just as a complex number z = a + ib (where a and b are real
numbers and ¢ is an imaginary number) can be represented on a 2D plane as a point

of coordinates (a,b), William Hamilton initially proposed an extension of complex
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numbers in a 3D space by adding a second imaginary number. Thus the equivalent
of a complex number in 3D could be represented as z = a + ib + jc, where (a, b,
and ¢ are real numbers and 7 and j are imaginary numbers such that i? = j2 = —1).
But this representation turned out not to be useful as it is not defined for some

elementary algebraic operations such as multiplication.

Definition

Hamilton extended the new complex number with another imaginary part. Thus

’

the resulting “complex” number is written as z = a+1ib+ jc+ kd, where a, b, ¢, d are

real numbers and i, j, k are imaginary numbers such that 2 = j? = k? = ijk = —1.
This extension of complex numbers is called a quaternion [28]. We can easily check

that addition and multiplication are well-defined with this new extension.

Addition and multiplication of quaternions

Let z; = a1 +iby + jc1 + kdy and 2z = as + iby + jco + kds be two quaternions. We

define the quaternion addition as

Z=21+ 29

(6.10)
= (a1 + ag) +i(by + b2) + j(c1 + co) + k(dy + da).

Thus the addition of two quaternions is again a quaternion. Moreover, we can define

the multiplication of two quaternions as

Z = Z1%9
= (al + Zbl +jcl + kdl)(a/Q + Zb? + jCQ + kd2) (6 11)
= (ar1az — biby — c1c9 — dids) +i(arby + bras + c1ds — dyics) ‘

+ j(ayca — byds + crag + diby) + k(a1ds + bicy — c1by + dyas).

Therefore the product of two quaternions is also a quaternion.

Unit quaternion representation

Similar to a complex number that can be represented as a couple of two real numbers,
a quaternion z = a+ib+jc+kd can be represented as 4-dimensional vector (a, b, ¢, d),
with Euclidean norm ||z|| = Va? + b2 + ¢ + d>. When ||z]| = 1, 2 is called a unit

quaternion. Just like a unit norm complex number is used to represent rotations on

a plane, unit quaternions can be used to represent rotations in a 3D space. A 3D

rotation corresponding to the axis-angle (0, u) is equivalent to the unit quaternion

_ 0 0 0 .’
q = (cos 5, u, sin 5, u, sin 5, u, sin 3).
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One of the main advantages of (unit) quaternion representation over other types
of 3D rotation representations is that rotation transformations can be composed
efficiently just by multiplying quaternions. Since the product of two unit quaternions
is again a unit quaternion, multiplying unit quaternions is equivalent to composing

rotations.

6.1.4 Distance between rotations

When predicting viewpoints in 3D, there is generally a difference between the pre-
dicted viewpoint and the ground truth viewpoint. One often needs to estimate the
error made by predicting a viewpoint different from the ground truth viewpoint.
There is a need to find an accurate metric to measure the distance between 3D

rotations.

Consider two 3D rotations parametrized by their Euler angle representations (a1, 81, 71)
and (g, f2,72). The angular distance between these two rotations could be evalu-
ated using the Euclidean distance between the corresponding points in a 3D space

as

d= /(a1 — @)+ (81 — £2)? + (1 — 1)*. (6.12)

However, the expression in Equation (6.12) is not really an angular distance due to
the 27-periodicity of orientations in 3D (an orientation corresponding to a rotation
angle 6 is equivalent to an orientation corresponding to a rotation angle 6 +27). The
distance function in Equation (6.12) could be large for different sets of angles cor-
responding to the same orientation. An alternative approach to measuring angular

distance is to use a matrix representation.

Let R.,, R, and R, be the rotation matrices corresponding to the rotation angles
a;, B; and ; respectively. The Euler angle vector (aq,1,71) corresponds to the
rotation Ry = R, ,Rg R, and (a2, B2,72) corresponds to Ry = R,,Rg,R,,. The
distance between R; and R, is defined by

R RY
d(RlaRZ) = —H 1\/52 HF,

where ||R||r is the Frobenius norm of the matrix R. Let R = (a;;)1<ij<n. The

(6.13)

Frobenius norm of R is given by

I1RllF = (6.14)
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Although the distance based on the matrix representation effectively captures the
symmetry in 3D rotations, it is computationally more expensive than the distance

metric using a quaternion representation.

Let ¢; and g5 be the unit quaternions corresponding to rotation matrices R and R,
defined previously. The distance between the rotations corresponding to ¢; and ¢
is defined by

d(q1,q2) = 2arccos |q1 - 2. (6.15)

Therefore, the quaternion representation offers a compact and efficient way of cal-

culating the distance between rotations.

6.2 Euler angles estimation

The orientation of an object in a three-dimensional space using the Euler angle
representation is fully defined by three distinct rotation angles: rotation about the
xr-axis, rotation about the y-axis, and rotation about the z-axis. In this section we
extend the method developed for rotation angle estimation around the z-axis to the

simultaneous prediction of all three Euler angles.

6.2.1 Model architecture

The model used for the estimation of the 3D Euler angles is an extension of the
proposed model for 1D viewpoint classification. Here we use the Inception-V3 [31]
model for feature extraction, followed by a three-branch classification block. The

architecture of the proposed model is presented in Figure 6.4.

Base model Classification block Output

Input
Image ——» Inception-V3 —>| FuIIyI:;:?Sected » FC-y
FC-z

Figure 6.4: CNN-based classification model for 3D Euler angle estimation.

Each branch of the classification block predicts the angle around a particular rotation
axis. For accurate viewpoint prediction, each rotation angle is partitioned into fine-
grained bins of one degree each. Thus the rotation angle, ,, representing the

elevation angle is partitioned into 180 bins (in the interval [0,180)). On the other
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hand, the rotation angles 6, and 6, representing the in-plane rotation and azimuth
angles respectively, are partitioned into 360 bins (6,6, € [0,360)). Therefore, the
output of the classification branch of 6, is an FC layer with 180 neurons whereas
the outputs of the branches corresponding to 6, and ¢, are made up of F'C layers of

360 neurons each.

6.2.2 Model optimization

The classification model for 3D Euler angle estimating is trained by minimizing a
composite cost function that optimizes the loss of each of the three classification

branches. The resulting cost function is defined by
L =Ly, + Lo, + Ly, (6.16)

where Ly, is the loss corresponding the prediction of rotation angle 6 around the

axis ¢ € {z,y, z}. Each loss is given by the geometric structure-aware cost function

Lo, = — Zexp (—M) log(pk), (6.17)

g

where N stands for the number of bins, kg is the target viewpoint, o is a hyper-

parameter, and p;, is the probability of viewpoint k.

This minimization of this composite cost function simultaneously minimizes the
loss associated with each rotation angle. The stochastic gradient descent (SGD)

optimizer with scheduled learning rate decay is used for minimization.

6.2.3 Evaluation

For each input image, the three Euler angles are predicted and the accuracy at
¢ = % for each angle is calculated using the same procedure as for the 1D viewpoint
estimation case. Figure 6.5 shows the accuracy at 6 = £ for each rotation angle.
The results indicate that the rotations around the z and y axes are easier to predict
than the rotation around the z-axis. This is probably due to the fact that the
rotation angle 6, represents an out-of-plane rotation covering the whole contour of
the body (0. € [0,360)), whereas the rotation around the z-axis is an out-of-plane
rotation covering half of the rotation range around the z-axis (6, € [0, 360))— which
makes the projection less ambiguous and easier to predict. On the other hand, the
rotation around the y-axis represents an in-plane rotation of the rigid body, which
is understandably easy to predict since all rotating points in the image constantly

remain in the same plane.
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Figure 6.5: Accuracy of the joint estimation of all three Euler angles.

6.3 Regression of viewpoints using quaternions

The 3D viewpoint space is continuous by definition. It is therefore natural to solve
the viewpoint estimation problem using a regression model. Since the results of
regression models using an Euler angle representation did not perform well, in this
section we investigate the use of a quaternion as the angle representation. Since
quaternions are nicer to interpolate than Euler angles, we use a regression model for
this type of angle representation. Given that the viewpoint space is continuous, we

need to sample unit quaternions around the object before regression.

6.3.1 Representation of viewpoints with unit quaternions

In this section, we present the different methods we use to represent the 3D viewpoint
with unit quaternions. Firstly, we present how the Euler angles can be converted
to unit quaternions. We use a method proposed by Deserno [11] to generate the
Euler angles such that they cover a unit sphere uniformly to avoid oversampling
on the viewpoint space and the gimbal lock problem. The sampled Euler angles
are then converted to unit quaternions. Lastly, we present how to generate unit
quaternions directly from the viewpoint space using a sampling method proposed

by Marsaglia [55].

Converting Euler angles to unit quaternions

Each triplet of Euler angles can be associated with a unit quaternion. We can

therefore sample unit quaternions from the viewpoint space by converting a triplet
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of Euler angles to quaternions.

Let a, B and v be the rotation angles around the x-axis, y-axis, and z-axis re-

spectively. The rotations of angles «, f and v can be represented with three unit

&

2
trary rotation in the 3D space can be obtained by multiplying the three elementary

quaternions: g, = cos § +1isin g, gg = cos g + g sin g, and ¢, = cos 3 +ksin 3. Arbi-
quaternions. Here we define 3D rotation by successive rotation about the z-axis,
x-axis, and y-axis (representing roll, pitch, and yaw convention). The equivalent

quaternion representation of this rotation is defined by

4 = 45-9a-Gy
= (cosg + jsin g) <cos % + 7 sin %) (cos% + ksin %)
= Cosécosgcosz +sin§singsinz
2 2 2 2 2 2

. B .o v B o v (6.18)
+ 1| cOos — sIn — cos — + SIn — COS — SIn —
2 2 2 2 2 2

. a oy B . a vy
+ 7 | sIn — cos — cos — — €OS — SIn — SIln —
2 2 2 2 2 2

g a. v B . a v
+ k| cos = cos — sin — — sin — sin — cos — | .
2 2 2 2 2 2
The conversion from Euler angles to quaternions offers an effective way of sampling
quaternions for viewpoint regression. However, the converted quaternions would
suffer from the gimbal lock problem if the original Euler angle representation suffers
from the gimbal lock problem. To avoid this problem, we can use the method

proposed by Deserno [11] to generate equidistant points on a unit sphere.

Generating uniformly distributed points on the surface of a unit sphere

Deserno [14] proposed a method for generating equidistant points on the surface of
a unit sphere using the spherical coordinates where a point on the sphere is defined
by its azimuth and the elevation angles. In the setting of our experiments, the
azimuth angle corresponds to the rotation around the z-axis () and the elevation
angle corresponds to the rotation around the z-axis («)). Thus any point M(x,y, 2)

on the unit sphere can be represented by

T = sin o cos 7y
y =sinasiny (6.19)

Z = COS .
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Equidistant points on the surface of the sphere are obtained by methodically sam-
pling the azimuth and Elevation angles in Equation (6.19). To generate N points
from the surface of the unit sphere, the azimuth and elevation angles are generated

using Algorithm 1.

Algorithm 1 Sampling N equidistant points from the surface of a unit sphere [14].

Ncounter +0
a < 4w /N
d <+ a
M, + round(m/d)
dy, < /M,
d, < a/d,
for m € [0, M, — 1] do
a=m(m+0.5)/M,
M, = round (27 sin av/d,)
for n € [0, M, — 1] do
v =2mn/M,
Ncounter = Neounter + 1.
end for
end for

The distribution of the points sampled using Algorithm 1 is illustrated in Figure 6.6.
We use N = 1000 in Algorithm 1 to generate the points displayed on Figure 6.6.
Although we used N = 1000, only 998 points were generated, since the algorithm
outputs the closest number to IV such that the distance between any adjacent points

is approximately the same.

Converting azimuth-elevation angles to unit quaternions

We convert the azimuth and elevation angles generated by Algorithm 1 to unit
quaternion using the method described in Section 6.3.1. We set the third Euler angle
(rotation angle around the y-axis) to zero. Thus the converted unit quaternions are
obtained by substituting § = 0 in Equation (6.18). The resulting unit quaternions
are defined by

q= <cos % Cos %) +i (sin % oS %) -7 (sin % sin %) + k (cos % sin %) . (6.20)

Converting azimuth-elevation and in-plane rotations unit quaternions

The quaternion sampling method presented in Section 6.3.1 only uses the azimuth
and elevation angles to generate the unit quaternions. Thus the in-plane rotation
angle is ignored. In order to include the in-plane rotation angle, we use a modified

version of Algorithm 1. In Algorithm 2, we not only sample the azimuth and eleva-
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1.00

0.75

Figure 6.6: Distribution of points on a unit sphere using the Algorithm 1.

tion angles such that the corresponding points on a unit sphere are equidistant but

also include coarse in-plane rotations in the range [—20, 20] at 10-degree increments.

Using Algorithm 2, we sample five in-plane rotation angles for each pair of azimuth-
elevation angles. However, the in-plane rotation sampling is coarse and its range is

limited to [—20, 20] degrees.

Sampling unit quaternions directly

One alternative to generating unit quaternions from Euler angles is to sample quater-
nions directly from the viewpoint space. Here we generate unit quaternions by
sampling independently and uniformly points on a unit 4D sphere as proposed by

Marsaglia [58], as described in Algorithm 3.

We can check that the quaternion returned by Algorithm 3 is indeed a unit quater-
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Algorithm 2 Sampling N equidistant points from the surface of a unit sphere with
in-plane rotation.

Ncounter 0
a < 4w /N
d<+/a
M,, < round(w/d)
dy < m/M,
d, < a/d,
for m € [0, M, — 1] do
a=mn(m+0.5)/M,
M, = round (27 sin ov/d.)
for n € [0, M, — 1] do
v =2mn/M,
Neounter = Neounter + 1
for [ € {—20,-10,0,10,20} do
B = 7l /180.
end for
end for
end for

Algorithm 3 Uniform sampling of unit quaternions [55].

Sl <— OO

SQ — 0

while S; > 1 do
choose uniformly a € (—1,1)
choose uniformly b € (—1,1)
Sl <— CL2 + b2

end while

while S5 > 1 do
choose uniformly ¢ € (—1,1)
choose uniformly d € (—1,1)

SQ <— 02 —+ d2
end while
Qu <+ a
Qe < b
1-S
qy <\ 5+ 1
g+ dy /1

return (qun 4z, an qZ)
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nion. Let ¢ = (Gu, ¢z, ¢y> ¢-). Then

lgll* =ab + @+ a4, + 4>

1-S 1=
_ 232, 2Lt 7w1 2 (L1
=a"+b +c( S, )+d( S, )

:ﬁ+¥+wﬂdﬁcgﬁ) (6.21)
2

B 1- 5

vs (155)

=1

Hence ¢ is indeed a unit quaternion by construction.

Figure 6.7 illustrates the distribution of 1000 sampled viewpoints on a unit sphere
using Algorithm 3. As can be seen, the viewpoints are well distributed on the surface

of the sphere, which prevents any part of the viewpoint space to be oversampled.

Figure 6.7: Distribution of points on a unit sphere using the Algorithm 3.

6.3.2 Model architecture

The viewpoint regression model is based on the CNN model used for 1D viewpoint

classification. The architecture of the CNN-based regression model is presented in
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Figure 6.8. The main difference with the classification model is that the output
FC layer for 360-class classification is replaced by another FC layer with four units,
followed by a linear activation function instead of the softmax activation function
for the classification model. The output is passed through an L2 normalization layer

to convert the raw output quadruplet to a unit quaternion.

Base model Regression block Output quaternion

qw

Input »

g

Fully connected
layers

h i

Image —— = Inception-V3 —

hd

hd

ay
qz

Figure 6.8: CNN-based regression model for 3D viewpoint estimation using quater-
nion representation.

6.3.3 Model optimization

A regression model is typically trained by minimizing some objective function that
measures the distance between a predicted value and a target value. This distance
function is often the mean squared error (MSE), the mean average error (MAE), or
another similar error function. Since we are predicting quaternions, the cost function
must be adapted to measure the distance between the predicted quaternion and the

target quaternion. Thus the cost function used to train the regression model is

where ¢ and ¢ are the ground truth and the predicted quaternions respectively. This
cost function is minimized using an SGD optimizer with a learning rate that decays
exponentially during training. The model is trained until convergence or until the
performance on the validation set stops improving. The resulting model is then

evaluated on the test set.

6.3.4 Experiments and results

In this section we present the experiments related to viewpoint estimation using a
regression model with quaternion representation. For each of these experiments, we

use one of the unit quaternion sampling methods presented above.
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Azimuth-elevation to unit quaternions

In this experiment we sampled azimuth-elevation angle pairs such that the cor-
responding points are uniformly distributed on a unit sphere. Here, the in-plane
rotation angle is set to zero. We generated a total of 998 azimuth-elevation pairs,
where each pair corresponds to a particular viewpoint. The training data is gen-
erated by projecting a CT scan volume at each of the 998 viewpoints using the
Fourier volume rendering (FVR) method. The training data are generated from 21
CT scans, which results in a total of 20,958 training images. During model training,
a translational cropping strategy is used for data augmentation. Image patches of
size 400 x 400 are extracted from the original images of size 512 x 512 by randomly
moving a sliding window in the range [—20, 20] pixels. We used a similar approach
to generate the test data. We generated 998 images from each of the eight CT scans
reserved for test data, which results in a total of 7,984 images. We then extract the

central patch of size 400 x 400 from each of the original images of size 512 x 512.

The CNN-based regression model presented in Section 6.3.2 is trained by minimizing
a loss based on the distance between unit quaternions. We used 20% of the training
data as a validation set to monitor the performance of the model during training.
We train the model until its performance of the validation set stops improving.
The generalization performance is then evaluated on the test set. This CNN-based
regression model trained using the unit quaternions converted from the azimuth-
elevation angle pairs performs well with an accuracy Acc% = 94.98% and a median
error MedErr = 4.77. A graphical illustration of the performance is presented in

Figure 6.9 with the plot of viewpoint estimation accuracy.
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Figure 6.9: Accuracy of the CNN-based regression model using azimuth-elevation
to quaternion conversion
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Although the data generated using azimuth-elevation angles to unit quaternion con-
version perform well on the test set, the generalization of the model could be limited
on other datasets. In effect, by fixing the in-plane rotation angle at zero, the vari-
ability of the viewpoints is limited. Consequently, the model might perform poorly

on other datasets where the in-plane rotation is not kept fixed.

Euler angles to unit quaternions

To improve the generalizability of the viewpoint estimation model, we augmented
the training data to include in-plane rotation. Here we represent the viewpoint using
unit quaternions converted from all three Euler angles, as described in Section 6.3.1.
For each of the training CT scans, we sampled 998 azimuth-elevation angle pairs. For
each pair of azimuth-elevation angles, we sampled five in-plane rotation angles (5 €
{=20°,—10°,0°,10°,20°}). This results in a total of 4,990 triplets of Euler angles,
each corresponding to a particular viewpoint. We generated the training images
by projecting each of the 21 training CT scans from one of the 4,990 viewpoints.
Thus, the training data is made of 104,790 images. During training, the translational
cropping technique is used to augment the data by extracting patches of size 400 x400
from the original images of size 512 x 512. The test data is obtained by projection
of the 8 CT scans at each of the 4,990 viewpoints, resulting in a total of 39,920 test

images.

We trained the CNN-based regression model presented in Section 6.3.2 by minimiz-
ing the loss that measures the distance between the ground truth quaternion and
the quaternion predicted by the model. We reserved 20% of the training data as a
validation set to track the performance of the model during training. The perfor-
mance of the model, evaluated on the test set, proves the effectiveness of the method
with accuracy Accz = 91.82% and a median error MedErr = 6.49. The accuracy
of the model is illustrated in Figure 6.10.

The generalization of the method presented in this section is still limited since the
training data only includes images with coarse in-plane rotations. In the next section
we extend the method by generating training data with unit quaternions sampled

directly from the viewpoint space.

Direct sampling of unit quaternions

We sampled unit quaternions directly from the viewpoint space using the method
presented in Section 6.3.1. To investigate the influence of the density of viewpoint
sampling, we experimented with four quaternion sample sizes: 1000, 2000, 5000,

and 20,000. Each quaternion corresponds to a viewpoint. We generate the training
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Figure 6.10: Accuracy of the CNN-based regression model using Euler angles to
quaternion conversion

and test data by projecting a CT volume from a particular viewpoint.

After training, the best-performing model on the validation set is restored for pre-
diction on the test set. The performance of the restored model is evaluated on the

test set. The accuracy and median errors measured on the test set are reported in
Table 6.1.

Table 6.1: Accuracy and median errors for the CNN-based regression model using
direct sampling of unit quaternions. We present the results for the different number
of quaternion sample sizes.

Sample size | Accrs (%) | MedErr (degrees)
1000 79.31 11.44
2000 80.27 11.95
5000 87.87 6.90
20000 90.20 5.05

A graphical illustration of the results (measured in terms of the accuracy at ) is pre-
sented in Figure 6.11. It can be noted from the results reported in Figure 6.11 that,
contrary to the Euler angle-based regression case, the quaternion-based regression

model performs well.

This improvement could be attributed to the fact that angle interpolation using
quaternions is smoother and easier than interpolation with Euler angles since re-
gression performance depends on the quality of the interpolation. Moreover, we
investigate the effectiveness of a classification model for viewpoint estimation but

using a quaternion representation instead of one using Euler angles.
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Figure 6.11: Accuracy of the CNN-based regression models for a varying number of
sampled quaternions.

6.4 Classification of viewpoint using quaternions

Considering the continuous nature of the viewpoint space, it is natural to use a re-
gression model for viewpoint prediction in 3D space. However, classification models
have proven to be more effective at predicting viewpoint in the 1D case for Euler
angle prediction. In this section we investigate the effectiveness of CNN-based clas-
sification models for viewpoint estimation when viewpoints are represented by unit

quaternions.

6.4.1 Class definition

The number of different unit quaternions in the viewpoint space is infinite. As a
classification model requires a finite number of classes, we need to sample a finite
number of unit quaternions that will represent the viewpoint classes. Given the
spherical distribution of viewpoints, the classes need to be carefully sampled such
that the corresponding viewpoints cover the body. To this end, we use uniform sam-
pling on a unit 4D sphere as proposed by Marsaglia [58]. Algorithm 3 summarizes
the quaternion sampling method used to generate the viewpoint classes. The cover-
age of the viewpoint space depends on the number of viewpoints sampled. A high
number of samples will lead to a denser viewpoint distribution. As the viewpoint
distribution gets denser, the error made by predicting a neighboring class instead
of the ground truth class decreases because the distance between classes is reduced.

However, the number of parameters in the classification model increases because
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the dimension of the model’s output (which is defined by the number of classes)
increases. This increase in the dimension of the output (and therefore the number
of model parameters) would make the classification model more difficult to train as
it will require much more data due to the curse of dimensionality. Therefore, when
sampling unit quaternions for viewpoint classification, one needs to make a trade-off
between minimizing the prediction error by using a dense viewpoint distribution,
and the model output dimension that can lead to underfitting due to the curse of
dimensionality. We experiment with a number of output classes, starting from a
coarse distribution and increasing the density of the viewpoint distribution gradu-
ally. Figure 6.12 illustrates the distribution of the viewpoint on a 3D sphere for a
different number of classes. As can be seen in this figure, the viewpoint gets denser
with an increased number of classes. Sample images generated from quaternion class

locations are depicted in Figure 6.13.

o Training viewpoints distribution
Test viewpoints distribution

500 samples 1000 samples

Figure 6.12: Viewpoint distribution on a unit sphere.
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Figure 6.13: Examples of images generated from the sampled quaternion classes.

6.4.2 Model architecture and optimization

We use several CNN-based classification models to train the viewpoint estimator
using a quaternion representation. The general architecture of these classification
models is depicted in the diagram in Figure 6.14. All these models have the same
base model (Inception-V3 [¢1]). The base model, pre-trained on ImageNet, extracts
features from the raw images. These features are passed through a classification
block made of fully-connected layers. The number of neurons in the last FC layer
is determined by the number of classes. The classification model is trained by

minimizing the geometric structure-aware cross-entropy loss defined by

Base model Classification block Qutput FC layer

Input

Fully connected
layers

h 4

Image ———» Inception-V3 —

Figure 6.14: CNN-based classification model for 3D viewpoint estimation using
quaternion representation.

L=-— ;exp (—M) log(px), (6.23)

where kg, is the ground truth viewpoint, o is a hyperparameter, p, is the probability

of viewpoint k, and A(kg, k) =1 — |qg - qil-
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The models are trained using images generated at sampled viewpoints locations.
Thus for each of the twenty CT scans that constitute the training data, N images
are generated for the N viewpoint classes. Each original image (from a sampled
viewpoint location) is augmented with small translations in the interval [—20,20]
pixels. Similarly, N images are generated from the eight CT scans that represent the
test data, at newly sampled viewpoint locations that do not necessarily correspond

to the training class locations.

For hyperparameter tuning and model selection after training, 20% of the training
set is used as a validation set. Each model is trained until the performance on the

validation set stops improving.

6.4.3 Results and discussion

The best-performing model on the validation set is restored for prediction and its
performance is evaluated on the test set. The accuracy at  is used as an evaluation
metric. The results obtained for the different numbers of classes are summarized in
Figure 6.15 and Table 6.2. The results show that classification models are effective

at predicting viewpoints using a quaternion representation.

Table 6.2: Accuracy and median errors for the CNN-based classification model using
direct sampling of unit quaternions. We present the results for the different number
of quaternion sample sizes.

Sample size | Accrss (%) | MedErr (degrees)
1000 74.16 10.51
2000 82.33 7.31
5000 90.90 4.84
20,000 89.48 3.65

6.4.4 Comparison of regression and classification methods

The accuracy for the classification and the regression models, for different numbers
of sampled quaternions, are compared in Figure 6.16. As the number of sampled
quaternions increases, the accuracy tends to improve for both the classification and

the regression models.

The median errors for the classification and the regression models, for different
numbers of sampled quaternions, are compared in Figure 6.17. For both the clas-
sification and the regression models, the median error reduces, as the number of
sampled quaternions increases. This performance improvement can be attributed to

the fact that the viewpoint space gets denser as the number of samples increases.
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Figure 6.15: Accuracy of the CNN-based classification models for different number
quaternion classes.
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Figure 6.16: Comparison of the accuracy of classification and regression models.

6.5 Summary

In this chapter we extended the method for 1D viewpoint estimation to do full 3D
viewpoint estimation. We show that the geometric structure-aware cross-entropy
loss can be successfully used to train a viewpoint estimation model for viewpoint
estimation even when the viewpoints are represented by unit quaternions. We

show the effectiveness of using quaternions for viewpoint regression by training a
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Figure 6.17: Comparison of the median errors of classification and regression models.

CNN-based regression model to directly predict viewpoints in 3D. Moreover, by
sampling unit quaternions uniformly around the viewpoint space, we developed a
classification-based viewpoint estimation model. The classification model is trained
using the geometric structure-aware loss, where the cross-entropy loss is weighted
by the quaternion distance between classes. The results show that the classification

model performs better than the regression model when trained on the same amount

of training data as presented in Figure 6.17.
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Chapter 7

Viewpoint estimation for natural

images

In the previous chapters we investigated how the viewpoint estimation problem
can be solved for medical images. We showed that it is possible to generate enough
images from a limited set of CT scans to train CNN models for viewpoint estimation.
Given a random 2D image projected from a 3D volume, the trained models are
able to predict the viewpoint from which the image was projected with reasonable
precision. The proposed models are based on a combination of methods: the data
generation strategy, the use of quaternions to represent rotations instead of Euler
angles, and the use of a cost function adapted to the viewpoint estimation problem
instead of the usual cross-entropy loss that is used for general classification tasks.
The results show the effectiveness of the proposed method to solve the viewpoint

estimation problem for medical images.

Viewpoint estimation is of undeniable importance in medical imaging as it can
be used in a computer-aided diagnosis system. For example, it can be used to
fuse information from a 3D pre-operative volume and 2D intra-operative images
for guidance during surgery. However, the application of viewpoint estimation is
not limited to medical imaging, since it can also be applied to natural images.
There are several applications for viewpoint estimation for natural images. Most
notably, viewpoint estimation can be used to gain an understanding of 3D scenes
from 2D images. In robotics, viewpoint estimation of natural images can be used to

understand a robot’s surroundings and aid its navigation.

In this chapter we investigate whether the viewpoint estimation method proposed
for medical images can also be successfully applied to natural images. Although

the problems of viewpoint estimation for medical and natural images are similar by
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definition, there are some particularities that make them different in practice. As
the 2D images used for medical image viewpoint estimation are projected from the
same type of object, namely a CT scan of the human body, their diversity is less
than the diversity of natural images. In effect, unlike X-ray images that generally
are taken from one specific object (e.g. a human body part), natural images are
more diverse as they could be taken from different types of objects. Also, these
images are generally acquired by different sensors, which increases their variability
in addition to various exterior factors such as lighting conditions and the interaction
between the objects of interest and other objects in the scene. Therefore, it is not
guaranteed that a method developed to solve a problem in medical imaging would

extend to natural images.

In Section 7.1 we present the dataset used to develop the viewpoint estimation
methods for natural images. In Section 7.2 we present the regression-based view-
point estimation method. The classification-based viewpoint estimation method is
investigated in Section 7.3. In Section 7.4 we compare the different methods. A

summary of the chapter is presented in Section 7.5.

7.1 Datasets for viewpoint estimation

Datasets for viewpoint estimation are very rare compared to those for 2D image clas-
sification. The scarcity of datasets for viewpoint estimation is due to the specificity
of the required labels for this task. In effect, a supervised learning-based viewpoint
estimation model needs to be trained with accurate viewpoint labels of the object
of interest, which is not an easy task. Here we use the PASCAL3D+ [39] dataset

augmented with data from ImageNet [12] and synthetic images.

7.1.1 PASCAL3D+ dataset

PASCAL3D+ is an extension of the PASCAL VOC 2012 [18] dataset that was
initially released for image classification and object detection of twelve different
object categories: aeroplane, bicycle, boat, bottle, bus, car, chair, dining table,
motorbike, sofa, train, and TV monitor. This dataset is split into 1,464 training
images and 1,449 test images. The PASCAL VOC dataset was labeled with object
categories and bounding annotations that are required for object classification and
detection. The labels were later augmented with viewpoint annotations for each
object category in the dataset by aligning the objects in the images with 3D reference
CAD models and estimating the viewpoint of objects with respect to the CAD
model. Moreover, the PASCAL VOC images for object detection are augmented

with images from ImageNet. Thus, given an image in the dataset, all the objects of
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chair

Figure 7.1: Sample images from PASCAL3D+ dataset.

interest are labeled with full 3D pose information that is represented by orientation
and position parameters. The orientations are parametrized with three Euler angles:
azimuth, elevation, and in-plane rotation. The position of each object with respect
to the camera is represented with their coordinates (z,y, z). Thus the full 3D pose
of an object is defined by six parameters (z,y, 2,0, ¢, p). Here we are interested in

estimating the orientation parameters of the 3D pose.

The ImageNet dataset is a collection of very diverse object categories including
the object categories in the PASCAL3D+ dataset. In order to increase the size of
the PASCAL3D+ dataset, images from ImageNet with the same object categories
as in PASCAL3D+ were selected. Since the ImageNet dataset was intended for an
object recognition task, it was not labeled with object viewpoints. Thus the selected
images from ImageNet were subsequently annotated with viewpoint information
using the same procedure as for PASCAL3D+ images. A sample of images from the
PASCAL3D+ dataset is presented in Figure 7.1.

7.1.2 Data augmentation by 3D pose jittering

The dataset is further augmented using small variations in the object’s pose in
the images. In particular, each object in the images was subjected to small in-
plane rotation in the range [—4, 4] degrees at 1-degree increments, and small out-of-

plane rotation in the range [—2, 2] degrees at 0.5-degree increments. Moreover, each
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image in the dataset is flipped horizontally which results in a doubling of the size
of the dataset. This 3D pose jittering method for data augmentation, proposed by
Mahendran et al. [50], increased the size of the dataset from 22 thousand to almost

3 million. Table 7.1 summarizes the size of the dataset for each object category.

Table 7.1: PASCAL3D+ dataset.

Train-val | Train-val (augmented) | Test
Aeroplane 1,976 336,548 285
Bicycle 1,342 148,312 119
Boat 2,597 409,099 245
Bottle 1,527 260,104 259
Bus 1,084 191,826 154
Car 5,632 917,332 315
Chair 1,053 195,236 248
Dining table 2,313 121,951 21
Motorbike 1,257 125,162 138
Sofa 1,458 107,502 39
Train 1,308 181,506 113
TV monitor 1,252 223,682 222
Total 22,799 2,850,070 4,316

7.1.3 Synthetic dataset

The amount of data required to train machine learning models increases with the
size of the model. Thus training a deep CNN model for viewpoint estimation gen-
erally requires more data than is available in the PASCAL3D+ dataset. Su et
al. [79] proposed a method for generating synthetic images of all object categories
in the PASCAL3D+ dataset. These images were annotated with accurate view-
point information. In total, more than 2 million synthetic images were generated to
complement the real images from the PASCAL3D+ dataset. Table 7.2 details the

numbers of synthetic images generated per object category.

7.2 Regression-based viewpoint estimation

Given the continuity of the viewpoint space, a regression approach is the most natu-
ral fit to solve the viewpoint estimation problem. In this section we propose a CNN
model to regress viewpoints represented by unit quaternions on the PASCAL3D+
dataset. Since the viewpoints on PASCAL3D+ are parametrized using Euler angles,
we must first convert the original viewpoint labels to unit quaternions before the

regression model can be trained.
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Table 7.2: Synthetic images used to augment the training images.

Aeroplane 198,201
Bicycle 199,544

Boat 198,940
Bottle 199,641
Bus 198,961
Car 194,919
Chair 196,550

Dining table | 195,685
Motorbike 199,765
Sofa 199,888
Train 199,712
TV monitor | 199, 659
Total 2,381,565

7.2.1 Converting Euler angles to unit quaternions

The regression model used requires both the input label and the output prediction
to have the same viewpoint parametrization. In the PASCAL3D+ dataset, images
are labeled with Euler angles (azimuth, elevation, and in-plane rotation). Since we
use unit quaternions to represent viewpoints, we need to convert the original Euler
angles to unit quaternions. To convert the Euler angles labels to unit quaternions,

we use the expression

q= cosécos.gcosz—l—sinﬁsingsmZ
2 2 2 2 2 2
+1 cosﬁsingcosz—i—sinécosgsinz
2 2 2 2 2 2
(7.1)
(. B a v B . o v
+ 7 | sIn = cos — cos — — cos — sin — Sin —
2 2 2 2 2 2
g a. v B .«
+ k | cos = cos — sin — — sin — sin — cos — | ,
2 2 2 2 2 2

where a, 3, and ~ are the elevation, in-plane rotation, and azimuth angles respec-
tively. With the new viewpoint annotations, we train the regression model to predict

unit quaternions.

7.2.2 Model architecture

The models used to regress viewpoint are based on a classification model pre-trained
on ImageNet, namely VGG-16. The VGG-16 model is used to compare the results
with a baseline method proposed by Mahendran et al. [56]. This pre-trained model

is used to extract image features, which are then passed to a regression block made

116



Viewpoint estimation in medical imaging

Quiput
Base model FC layer
Input ] > qw
> g
-
——— VGG-16 ——»FC >

> ay

— * gz

Figure 7.2: Block diagram of the CNN-based regression model.

of two fully-connected (FC) layers. The last FC layer is made of four neurons, repre-
senting the components of the quaternion, without a non-linear activation function.
Furthermore, the output of the model is passed to an L2 normalization function
to obtain unit quaternions. A total of twelve category-specific models with the
same architecture were trained for the twelve object categories in the PASCAL3D+
dataset. Figure 7.2 illustrates the architecture of the CNN-based regression model
proposed.

7.2.3 Model training

The training data is made of the original training set from PASCAL3D+ with pose
jittering data augmentation, as described in Section 7.1.2. This training data is also
augmented with synthetic images. We use 20% of the training data as a validation

set for performance monitoring and model selection.

The regression models are trained with a cost function based on the distance between
unit quaternions. All category-specific models and the global model are trained using

the loss
L(g,q) =1—(q-9)". (7.2)

The models are trained using a stochastic gradient descent (SGD) optimizer with a
decaying learning rate. During training, the performance of the model is evaluated
on the validation set after each epoch, and a checkpoint of the weight values is
saved. We use an early-stopping strategy where the performance on the validation
set is monitored regularly and the training is stopped when performance on the
validation set starts degrading. The best-performing model on the validation set is
then restored from the checkpoints, and the generalization performance is evaluated

on the test set.
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7.2.4 Model evaluation and results

After training, the best-performing model on the validation set is restored and eval-
uated on the test set which is made of the original validation images of the PAS-
CAL3D+ dataset. We use the accuracy and the median error as evaluation metrics.
Table 7.3 summarizes the accuracy and the median errors of the different regression

models for all twelve object categories.

Table 7.3: Accuracy at # = = and median error for the regression models on PAS-

6
CAL3D+.

aero bike boat bottle bus car chair table mbike sofa train tv | mean
Accuracy 0.67 0.62 044 093 090 0.80 0.55 0.69 0.63 0.69 080 0.77 | 0.71
Median error | 18.44 24.13 36.33  7.88 5.27 872 27.04 19.55 23.70 1871 7.43 16.23 | 17.79

7.3 Classification-based viewpoint estimation

In previous chapters, classification-based viewpoint estimation models proved to
perform better than regression models for medical images. In this chapter we also
investigate the effectiveness of classification models for viewpoint estimation of nat-
ural images in the PASCAL3D+ dataset. Here we use the unit quaternion represen-
tation for 3D rotations, which is more effective at measuring the distance between
rotations. Since the images in PASCAL3D+ were labeled with Euler angles, we first
need to convert the initial labels to unit quaternions and then define the viewpoint

classes.

7.3.1 Viewpoint class definition

For an effective classification, the training data need to be representative of all pos-
sible viewpoints around the objects. Oversampling from a few viewpoints could lead
to a high class imbalance in the dataset. We must therefore ensure a fair distribution
of the viewpoint classes to avoid class imbalance. To this end, we use the method
proposed by Deserno [11] to sample 20,000 unit quaternions uniformly. Figure 7.3
shows the distribution of the sampled viewpoints on a sphere using the azimuth and
elevation angles. As can be seen, the viewpoints are fairly well distributed on the

sphere, which avoids high class imbalance.

The sampled unit quaternions are used as viewpoint class representations. For
all twelve object categories in the PASCAL3D+ dataset, each image is assigned a
viewpoint class label based on its proximity to the sampled unit quaternions using a
nearest-neighbor strategy. Thus, each image in the dataset is assigned to its closest

viewpoint among the sampled unit quaternions. All sampled viewpoints that are not

118



Viewpoint estimation in medical imaging

Figure 7.3: Viewpoints sampled on a 3D sphere.

assigned any image in the dataset are discarded. Table 7.4 summarizes the number

of viewpoint classes for each object category.

Table 7.4: Number of viewpoint classes per object category. The first column repre-
sents the number of viewpoint classes for the dataset of real images, and the second
column represents the number of classes for the dataset with synthetic data aug-
mentation.

Classes (real) | Classes (synthetic)
Aeroplane 10,358 18,603
Bicycle 4,728 14,446
Boat 6,083 13,224
Bottle 6,034 17,579
Bus 1,455 10,698
Car 4,078 10,970
Chair 5,018 13,532
Dining table 2,437 12,522
Motorbike 4,828 12,909
Sofa 2,102 11,994
Train 1,363 10,874
TV monitor 2,887 11,736

7.3.2 Model architecture

Two types of models were used: category-specific models and a single global model.

Category-specific models

For each of the twelve object categories, a CNN-based classification model was
trained to predict viewpoints. All category-specific models use a pre-trained VGG-
16 model for feature extraction. The extracted features are passed through a clas-

sification block made of two fully-connected layers. The first fully-connected layer
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Figure 7.4: Block diagram of the category-specific viewpoint classification model.
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Figure 7.5: Block diagram of the global viewpoint classification model.

is made of 1024 units. The number of units in the last FC layer depends on the
number of viewpoint classes, which is specific to each object category. Figure 7.4

illustrates the architecture of the category-specific models.

Global model

Training a separate viewpoint estimation model for each object category is time-
consuming and computationally inefficient. In fact, all twelve models have the same
architecture and can be trained simultaneously for efficiency. We build a global
model that can predict the viewpoint of any of the twelve object categories in the
dataset. The global model has a single input layer with the same feature extraction
and classification blocks as the category-specific models. However, the global model
has twelve outputs that represent the prediction for each object category. Given an
input image with an unknown object category, the model outputs twelve candidate
viewpoints for all the possible object categories. The actual prediction is retrieved
from the candidate predictions based on the object category of the input image.

Figure 7.5 illustrates the architecture of the global model.
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7.3.3 Evaluation and results

The best-performing models on the validation set are restored for inference and per-
formance evaluation. We evaluate the performance of classification models using the
median error metric. The median errors for all classification models are summarized
in Table 7.5.

Table 7.5: Median error on PASCAL3D+.

Method aero bike boat bottle bus car chair table mbike sofa train tv mean

3D Pose-Reg. [70] (Real) 16.24 26.81 46.35 8.47 4.15 876 3290 26.71 2220 2891 6.36 17.85 | 2048

3D Pose-Reg. [00] (Real + syn.) | 14.53 22,55 3578 9.29 428 806 19.11 30.62 1880 13.22 7.32 16.01 | 16.61
Ours-Class-specific (Real) 12.17 1852 2459  9.63 394 5.93 1430 7.69 2237 2314 6.80 16.18 | 13.77
Ours-Class-specific (Real + syn.) | 10.74 14.45 22.61 870 3.69 593 9.72 774 15.71 9.92 6.56 13.83 | 10.80
Ours-Class-global (Real) 15.66 1852 33.58  9.11 4.28 6.50 21.61 25.30 19.29 20.90 7.02 15.18 | 16.41
Ours-Class-global (Real + syn.) | 1442 1649 3470 9.96 422 6.67 1359 14.11 17.87 11.61 6.71 1512 | 13.79

For most object categories, the category-specific model performs better than the
global model. However, this improvement comes at a higher computational cost
since twelve models must be trained to account for all object categories. We also
compare the median error of the proposed regression models to the baseline model
proposed by Mahendran et al. [56]. The results show that our proposed models

perform better than the baseline model.

7.4 Comparison of the different methods

In this section we compare the performance of the methods used. In particular, we
compare the performances of the classification and regression models. Moreover, the
effect of synthetic data augmentation on the model performance is analyzed. Finally,
we compare the performance of the category-specific models to the performance of
the global model.

7.4.1 Classification and regression models

We compare the performance of the CNN-based classification and regression mod-
els. For both methods, the object viewpoints are represented as unit quaternions.
We measure the viewpoint estimation error by calculating the angular distance be-
tween the predicted quaternion and the ground truth quaternion for all test images.
We report the median errors for each object category. In general, the classifica-
tion models perform better than the regression models, with the exception of a few
object categories (dining table, motorbike, and sofa). Figure 7.6 shows a boxplot
of the median errors of the classification model and the regression model for all
object categories. Although the viewpoint space is continuous by nature, the clas-
sification models appear to perform better than regression models. The success of
the classification method could be attributed to the CNN architecture used for the
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Figure 7.6: Median errors of the classification and regression models.

classification model, and the geometry-aware loss that accounts for the similarity

between nearby viewpoints.

7.4.2 Real images and synthetic data augmentation

Here we investigate the influence of synthetic data augmentation on the viewpoint
estimation performance. To this end, we compare the median errors of the classifi-
cation model trained using the real images from PASCAL3D+ only and the classi-
fication model trained using the real images augmented with the synthetic images.
Figure 7.7 displays the boxplots of the median errors for models trained using only
real images, and for models trained using real images with synthetic data augmen-
tation. The results show that the model trained using synthetic data augmentation
outperforms the model trained on real images only, for most object categories. On
average, the synthetic data augmentation reduces the median error by 3°. However,
this data augmentation did not improve the performance of the boat and dining

table object categories.

7.4.3 Category-specific and global models

We compare the performance of the category-specific models with the global model.
For each object category, we compute the viewpoint error as the angular distance be-
tween the predicted viewpoint and the ground truth viewpoint. Figure 7.8 shows the

boxplots of the median errors for the category-specific models and the global model.
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Figure 7.7: Median errors of the models trained on real images and models trained
with synthetic data augmentation.

In general, the category-specific models perform better than the global model. How-
ever, the global model is more computationally efficient than the category-specific
ones since the base model is shared between all the object categories. The good
performance of the category-specific models could be attributed to the fact the
viewpoints are more consistent within the same object category than across multi-
ple categories. On the other hand, since the global model is trained on all twelve

object categories, the viewpoint label might be ambiguous to the model.

7.4.4 Comparison with a state-of-the-art method

In this section we compare the results obtained using the category-specific models
and the global model with the 3D regression method proposed by Mahendran et
al. [56]. Using the median error as an evaluation metric, we compute the performance
of each of the three methods. The models in all three methods are trained on the
real images of PASCAL3D+ augmented with synthetic data. An illustration of
the results obtained is displayed in Figure 7.9. The results show that our CNN-
based classification models using quaternion representation outperform the baseline
method for most object categories. In particular, the category-specific models give
the best performance. These results confirm the effectiveness of the CNN-based
classification model using quaternion representation at solving viewpoint estimation

for natural images.
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7.5 Summary

In this chapter we extended the methods proposed for viewpoint estimation in med-
ical imaging to natural images. Using the PASCAL3D+ dataset, we were able to
train CNN-based regression and classification models to predict the viewpoint of
twelve object categories. The results show that classification-based models using a
unit quaternion representation are effective at estimating the viewpoints in natural

images.
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Chapter 8
Conclusion

The problem of viewpoint estimation in medical imaging using machine learning was
investigated in this project. We particularly focused on developing convolutional
neural network models to predict the orientation of a human body from a DRR.
The problem was first simplified by considering the one-dimensional viewpoint esti-
mation. We later extend the problem to the determination of full 3D orientation. In
the first part of this chapter, we recapitulate the different methods proposed to solve
the viewpoint estimation problem. In the second part of the chapter, we explore

possible extensions of the project for future research.

8.1 Summary

Training a deep learning model for viewpoint estimation requires a large amount of
data with accurate viewpoint labels. Thus, the first step during the investigation
of this project was to generate such a dataset. In Chapter 3, we proposed methods
based on voxel intensity projection to generate 2D images of digitally reconstructed
radiographs (DRR) from a set of CT scan volumes. A vanilla method using the
sum of the voxel intensities, called additive projection (AP), was used to generate
orthogonal projections of the CT volumes onto a 2D plane for varying orientations
of the CT volumes. However, this method proved to be very inefficient since it
requires the rotation of the whole 3D volume before each projection. To overcome
this, we used another projection technique based on the Fourier volume rendering.
The efficiency of the Fourier volume rendering method is due to the fact that it
only requires the extraction of 2D slices from the 3D volume for each projection
orientation. This data generation strategy allowed us to gather DRRs with accurate

viewpoint labels to train the viewpoint estimation models proposed in this project.

In Chapter 4, we discussed the one-dimensional case of the viewpoint estimation
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problem. We explored several types of models, which are either classification-based
or regression-based. For the classification models, the viewpoint space was dis-
cretized into bins at 1-degree intervals. Each bin represents a viewpoint class. This
model was trained using the usual cross-entropy loss with one-hot encoded label
vectors. The CNN-based classification model was found to outperform the baseline
model based on a k-nearest neighbor classifier. However, the one-hot encoding seems
to ignore the geometric nature of the viewpoint estimation problem. Hence we later
replace the one-hot encoding labels with soft label encoding. Moreover, a CNN-
based regression model was used to investigate the effectiveness of regression-based
methods. The results showed that the regression model does not perform as well as
the CNN-based classification method.

The performance of the CNN-based classification method was improved using a
“soft” version of the viewpoint labels in place of the one-hot encoding labels as pre-
sented in Chapter 5. The soft label encoding allows us to give non-zero weights to
similar classes to the ground truth class to account for the similarity between view-
point classes. This soft-encoding of the viewpoint classes significantly improves the
performance of the CNN-based classification model. Furthermore, the performance
of the classification model was improved using a geometric structure-aware loss in
place of the usual cross-entropy loss. This cost function implicitly incorporates the
label softening into the loss using the distance between viewpoint classes. Thus
the geometric structure-aware cost function allows the trained model to capture the

continuity of the viewpoint space.

In Chapter 6, we extended the viewpoint estimation problem to three-dimensional
rotation angle estimation. We explored various representations for 3D rotations:
Euler angles, axis angles, and quaternions. The quaternion representation turned
out to be the most effective. We trained a CNN-based regression model to directly
predict unit quaternions. This model proved to be more adapted to the viewpoint es-
timation problem than the regression of Euler angles. By sampling unit quaternions
uniformly on the viewpoint space, we were able to train a CNN-based classification
model to predict viewpoints using the quaternion representation. This classifica-
tion model with unit quaternion representation performs better than the regression
method.

We finally extended the viewpoint estimation problem to natural images in Chap-
ter 7. We proposed CNN-based regression and classification methods for viewpoint
estimation on the PASCAL3D+ dataset using quaternion representation. For the
regression model, we convert the original Euler angle viewpoint labels to unit quater-

nions. We then trained a CNN-based regression model to predict the unit quaternion
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representing the viewpoint of each image. This regression model is trained by min-
imizing a cost function based on the distance between unit quaternions. As for the
classification model, we first sampled unit quaternion uniformly distributed on the
viewpoint space. The images in the dataset were assigned a viewpoint class based
on their proximity with the sampled unit quaternions. The results show that the
CNN-based classification and regression models outperform baseline work in the lit-
erature for viewpoint estimation on PASCAL3D+. Given that the PASCAL3D+
dataset includes images of twelve object categories, we used two CNN architectures
for the viewpoint estimation models. In the first method, we trained a separate
model for each of the twelve object categories. In the second method, we trained
a global model that predicts the viewpoint regardless of the object category. The
category-specific models perform better than the global model. However, they have
a higher computational cost than the global model. The performance of the pro-
posed methods for viewpoint estimation on PASCAL3D+ shows that the methods

proposed in this thesis are not limited to medical imaging.

8.2 Recommendations and future work

We use Fourier volume rendering (FVR) for DRR generation in this work due to the
computational efficiency of this method. FVR has a relatively low computation cost,
which allows us to investigate online data generation and data augmentation during
model training. This would not have been possible with slower rendering techniques.
One limitation of FVR is that it uses parallel projection to generate DRRs. Thus
FVR does not accurately model the process of real X-ray image generation, which

uses perspective or fan-beam projection instead.

For applications that require the estimation of viewpoints from real X-ray images,
we recommend the models proposed in this work be trained using DRR generated
with rendering techniques such as DeepDRR, RealDRR, or other methods based
on perspective or fan-beam projection when computation resources are available.
Since the models presented in this work are not dependent on the data generation
technique used, we expect similar viewpoint estimation results with other DRR
generation methods such as DeepDRR or RealDRR.

Moreover we suggest a few research avenues that could be explored to extend the

results presented in this thesis:

e Extension to other body parts and other image modalities: The view-
point estimation methods proposed in this project focus on chest image views

from DRRs generated from CT scans. This could be extended to include other
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body parts with DRR generated from a different image modality such as an
MRI scan.

Application to content-based image retrieval: The viewpoint estimation
results could be used to develop a method for content-based image retrieval.
This can be applied to a database of medical images to help radiologists retrieve

similar cases for quicker and better diagnosis.

Application to 2D/3D image registration: The viewpoint estimation
methods proposed in this work output the estimated orientation of a human
body from a projected DRR. This viewpoint estimate can be used as an ini-
tialization for a 2D/3D registration process, which would be useful to fuse
information from a pre-operative image and an intra-operative image during

image-guided surgery.
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