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Abstract

This dissertation presents an exhaustive exploration of a novel approach to deep learning

in computer vision tasks: the frequency-domain deconvolution operation. Recognizing

the unparalleled success of convolutional neural networks (CNNs) in the realm of

computer vision, we critically evaluate the performance and computational demands of

traditional convolution operations against the proposed deconvolution method. Using a

systematic approach, we apply the deconvolution layer to two quintessential computer

vision problems: image classification and single image super resolution (SISR). The

results demonstrate the deconvolution layer’s potential in certain scenarios, with marked

improvements observed in image classification. For SISR tasks, though advantages

were noticed under specific configurations, the traditional CNNs still demonstrated

their robustness. Additionally, the dissertation touches upon the layer’s computational

demands, revealing an increased computational overhead for the deconvolution layer.

Encouragingly, the layer demonstrated promising attributes like learning long-range

filters and isolating objects from backgrounds effectively. Concluding with avenues for

future research, this dissertation acts as a stepping stone in the uncharted territory of

deconvolution operations, emphasising innovation alongside evaluation in the dynamic

world of deep learning.
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Chapter 1

Introduction

Deep learning has experienced a monumental increase in public interest in the last few

years. This can be attributed to the widespread adoption of generative AI and the

transformer architecture. While the popularity has surged particularly in the Natural

Language Processing domain, computer vision has seen less of this transformative shift.

Convolutional neural networks (CNNs) have been a standard approach for computer

vision problems such as image classification, object detection, image super resolution,

and image deblurring. Recently, many computer vision researchers have worked on

fine-tuning and developing new complex CNN architectures. This dissertation seeks to

deviate from the status quo and investigate an alternative operation, different from the

convolution operation, as the backbone of a neural network for computer vision tasks. In

this dissertation, we propose a frequency-domain deconvolution operation, which can be

seen as a convolution with an inverse filter.

1.1 Motivation and Background

The field of computer vision has undergone significant transformations since its formation.

At the heart of computer vision lies the CNN, a type of neural network architecture

synonymous with digital image processing and computer vision. Over the last few decades

CNNs have evolved, with each iteration aiming to push better-performing networks in

both accuracy and speed. This push has led to groundbreaking discoveries that have

shaped deep learning and computer vision today.

CNNs are used everywhere in computer vision and have enabled advancements in areas

1



1.1. MOTIVATION AND BACKGROUND

ranging from image classification to object detection. The success that CNNs have

brought to computer vision is undeniable. However, this has come at a cost. The pursuit

of accuracy and better performance has often led to increasingly complex architectures

that require more computational resources, often resulting in diminishing returns.

One major problem for CNNs is learning long-range spatial dependencies. For a CNN to

learn such relationships in the data, it needs multiple convolutional layers to be cascaded

or the size of the kernel to be increased. By adding these additional layers and increasing

the filter size, it increases the number of trainable parameters of the network. Simply

increasing the number of trainable parameters is an inefficient means of learning long

range dependencies. We can relate this to the statistical principle of parsimony which

suggests that a model should be as complex as necessary but as simple as possible.

Taking this principle into account, we need to find an alternative that can learn long-

range dependencies without increasing the trainable parameters. Furthermore, to learn

long range correlations we will need filters with wide impulse responses and these filters

should not come at the expense of an increase in the number of trainable parameters. If

long range dependencies are important then filters with a wider impulse response should

increase performance when added to standard CNN architectures.

The deconvolution layer aims to increase the width of the impulse response without

increasing the trainable parameters. It uses a deconvolution process as its main operation

as opposed to a convolution operation. Where a convolution operation can be viewed as

applying an all zero filter to the input, a deconvolution operation inverts the filter and

applies an all pole filter to the input which produces a wider impulse response. This wider

impulse response allows it to capture a wider range of data compared to the standard

convolutional layer. This allows it to learn long-range dependencies early on in the

network whereas CNNs require multiple convolutional layers to be cascaded to get the

same effect.

Deconvolution can be viewed as an inversion process used to reverse the effects of a

convolution operation. This inversion is often not possible since the deconvolution

operation requires all frequency components in the transfer function of the filter to be

non-zero. A better way to view deconvolution is as a convolution operation with an

inverse filter. This inversion results in a wider impulse response which allows a layer with

the deconvolution operation to learn long range dependencies in the data. An added

benefit is that the deconvolution layer’s filter is not derived directly from its trainable

parameters. This provides the deconvolution layer with greater freedom, as it is not

restricted by the natural structure of a convolution filter.

2



1.2. PROBLEM DEFINITION

On top of the deconvolution layer, we implemented different design strategies to

potentially increase the performance of the layer. We test these strategies empirically

to see whether they increase the performance of the layer. We present and test the

following design strategies: four-factor deconvolution, first element trainable, filter

bias, and padding. All of these design strategies aim to solve a problem with the

deconvolution operation or convolution in the frequency domain. For instance, the four-

factor deconvolution forces the deconvolution layer to apply a symmetric filter to the

input which keeps spatial coherence between the input and output. The first element

trainable ensures that the deconvolution layer starts in an optimal position on the loss

curve.

To test our hypotheses of the deconvolution layer and the design strategies, we conducted

experiments by using the layer in various networks trained on single image super

resolution (SISR) and image classification. SISR was chosen due to its downscaling

operation being similar to a blur operation. Since a blur operation is a convolution

operation and the deconvolution operation can reverse the effects of convolution, it is

reasonable to propose that the structure of the deconvolution operation and layer will be

more suitable for upscaling process of SISR. Additionally, we choose image classification,

because it is the most popular computer vision task and is often used to benchmark CNNs.

The image classification problem will help us gauge whether the deconvolution layer’s

ability to learn long-range dependencies without an increase in trainable parameters is

effective on more complex computer vision tasks. As networks that typically do well on

image classification also do well in more complex computer vision tasks such as object

detection and image segmentation. These experiments on SISR and image classification

will help us evaluate the deconvolution layer’s effectiveness and potential on the broader

scope of computer vision tasks.

The idea of challenging conventions isn’t new. Multiple scientific fields have witnessed

transformations when traditional methods are replaced or combined with novel

approaches. The success stories from these different fields serve as a testament to the

potential rewards of venturing into uncharted territories and have been a motivating

factor behind our research in this dissertation.

1.2 Problem Definition

Computer vision has seen rapid advancements in the last decade but has predominantly

relied on CNNs as its primary tool to process images. These networks use convolution as

3



1.2. PROBLEM DEFINITION

a foundational building block, enabling them to extract and learn features from images.

To improve the accuracy of CNNs, researchers have both increased the complexity of

CNNs and made deeper networks.

However, this increasing complexity presents several issues:

• Computational Overhead: As CNN architectures become more complex, they

require more computational resources, leading to longer training times while facing

challenges during deployment on resource-constrained devices.

• Diminishing Returns: The continuous improvement and layering of CNNs

could reach a point where large increases in complexity and depth only yield a

small performance gain.

• Over-reliance on a Single Operation: The convolution operation’s success is

undeniable but it might not be the most appropriate solution for every computer

vision task. Relying on this operation could limit potential avenues of exploration

in the field.

Given these challenges, this research has the following objectives:

• Deconvolution Architecture: Design and detail the architecture of the

deconvolution layer while highlighting different design strategies and potential

issues.

• Performance on SISR: Test and evaluate the deconvolution layer on an SISR

task to see if it is a viable replacement for the convolutional layer in SISR.

• Performance on Image Classification: Test and evaluate the deconvolution

layer on an image classification task to see if it is a viable replacement for the

convolutional layer in image classification.

• Layer Response: Observe and discuss the response of the layer to both an impulse

and image input.

• Computational Demand: Evaluate the deconvolution layer’s computational

resource requirements.

All these objectives tie together to answer the following question:

4



1.3. SCOPE AND LIMITATIONS

”Is it possible to develop an alternative operation to convolution, specifically a frequency

domain deconvolution operation, that can be used as a backbone inside a neural network

for computer vision problems? And if so, how does this new approach compare in terms

of efficiency and accuracy to traditional CNNs?”

By answering this question, we aim to broaden the scope of the computer vision

methodologies, potentially offering a new tool that can complement or even outperform

existing CNN-based approaches in specific scenarios.

1.3 Scope and Limitations

The work presented in this dissertation is limited to developing a neural network layer that

uses a deconvolution operation. This dissertation also investigates the performance of this

layer on two different computer vision tasks: image classification and single image super

resolution (SISR). There is a large amount of literature on both of these tasks; however,

we limit the scope of the research to relatively small networks as the deconvolution layer’s

impact will be seen more prevalently in these networks.

The deconvolution layer was designed and developed in 2022, and the experiments on the

layer were conducted in 2023 alongside the writing of this dissertation.

1.4 Contributions

This dissertation provides the following contributions:

Frequency-based Deconvolution Neural Network Layer: The design and

implementation of an alternative neural network layer. This layer is a frequency-based

deconvolution layer that utilises novel concepts and techniques.

Comparative Analysis with Traditional CNNs: We evaluate the proposed

deconvolution layer by conducting experiments and comparing it to traditional CNNs.

The experimental results provide insights into the efficiency and accuracy of the

deconvolution operation compared to the convolution operation.

Application to Real-world Computer Vision Tasks: The deconvolution layer was

5



1.5. OUTLINE

tested on two popular computer vision tasks: image classification and single image super

resolution (SISR). The results from these experiments provide a practical understanding

of the potential benefits and limitations of the proposed layer.

Open-source Implementation: We have implemented the deconvolution layer and the

source code for the work in this dissertation is publicly available to promote transparency

and encourage further research. This allows the research community to build upon or

challenge the findings in this dissertation.

Potential Pathways for Future Research: Finally, we outline potential areas of

exploration and improvement for the deconvolution-based approach based on the findings.

These suggestions aim to guide future researchers in advancing the state-of-the-art in this

novel domain.

1.5 Outline

This section outlines the structure of the rest of this dissertation.

Chapter 2 starts by providing a background around computer vision domains that are

relevant to the work done in this project. It initially provides an overview of the

convolution operation by stating the mathematical definition for the one-dimensional

and two-dimensional inputs. The section also provides some intuition behind the

operation while delving deeper into topics like the convolution theorem. Next, the

chapter expands on the previous section by providing a context for deep learning and

computer vision, known as convolutional neural networks. Next, the chapter briefly

describes deconvolution and gives two different types of deconvolution. Subsequently, the

chapter highlights some image scaling techniques. Lastly, the chapter gives an overview

of PyTorch, which is the machine learning framework used to develop and test the

deconvolution layer.

Chapter 3 provides an overview of the previous work that is related to the research in

this dissertation. Initially, it explores the previous work done on SISR. It details research

conducted prior to the advent of deep learning, then delves into work done on SISR using

deep learning algorithms. Next, the chapter provides an overview of image classification.

Furthermore, the chapter provides on overview on the work done prior to deep learning

and then examines research for image classification using deep learning methods. Lastly,

the chapter discusses image deconvolution where it presents work done both prior and
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after the advent of deep learning. This section highlights that typical deep learning image

deconvolution does not use deconvolution operations but rather convolution operations.

Chapter 4 gives design details of the deconvolution layer. It starts with a motivation for

why the deconvolution layer will be beneficial over a convolutional layer. Next, it details

the deconvolution operation implementation in the frequency domain. Subsequently,

it provides the different design strategies that have been implemented on top of the

deconvolution layer. After, the chapter moves onto a one-dimensional application of the

deconvolution layer followed by a high-level overview of the implementation. Finally, the

chapter ends with a section presenting an overview of the experiments conducted in this

dissertation.

Chapter 5 begins with an introduction to single image super resolution (SISR). Next,

it details the algorithms and networks tested in the experiments. Subsequently, it gives

an outline of all the experiments. Next, it provides the details of the datasets that are

used to train and validate the network. Finally, it presents the experiments’ results while

providing a discussion. The discussion includes a hypothesis and an analysis for each

experiment.

Chapter 6 is similar to the previous chapter, except it deals with image classification.

The section begins with an introduction then details the algorithms and networks tested

in experiments. After, it provides the details of the dataset used to train and validate the

network. Subsequently, it gives an outline of all the experiments. Finally, it presents the

experiments’ results while providing a discussion. The discussion includes a hypothesis

and an analysis for each experiment.

Chapter 7 concludes by summarising the findings from this dissertation and Chapter 8

provides recommendations for future work in this domain.
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Chapter 2

Background

This chapter provides a brief introduction into the convolution operation and

convolutional neural networks, along with introducing the deconvolution operation and

some image scaling techniques.

Section 2.1 provides an introduction to the convolution operation. It starts by providing

the mathematical definition for both the 1D and 2D case of the convolution operation.

Next, it presents intuitions behind the convolution operation for better understanding.

Finally, it addresses convolution using Fast Fourier Transforms (FFT) while providing

challenges and edge cases that arise when using this method. This section is especially

important to this dissertation since the work done is largely based on a FFT convolution

operation.

Section 2.2 introduces the concept of convolutional neural networks (CNNs). It explains

the architecture of a CNN while highlighting the different components that appear in

CNNs. Subsequently, it elaborates on how CNNs are trained while providing applications

in both image recognition and image reconstruction. This section is relevant to the work

in this dissertation because the Deconvolution Neural Networks (DeNN) are quite similar

to each other while also having the same training process.

Section 2.3 presents a background on the deconvolution operation. It begins by

introducing the concept of a deconvolution as the inverse of the convolution. Next,

it provides two different types of deconvolution. Finally, it motivates the use of a

deconvolution operation in deep learning. This section is vital since it introduces the

operation that this dissertation revolves around.

8
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Section 2.4 provides an introduction for image scaling techniques. It mainly touches on

different interpolation techniques such as nearest-neighbour, bilinear, and bicubic. This

is relevant to this paper since some work is done on super resolution which involves image

scaling.

Section 2.5 introduces PyTorch, an open-source machine learning library. This is the

framework that is used to build the deconvolution layer. This section explains the concept

of dynamic computational graphs, tensors, and the nn module, all of which are vital

components of PyTorch. It ends by providing some context on the libraries built around

PyTorch and how it integrates with other popular tools.

2.1 Introduction to the Convolution Operation

Convolution is a fundamental operation in various scientific and engineering disciplines,

especially in signal processing and image analysis. It offers a method to combine two

functions, producing a third function that reflects how one shape is modified by another.

This operation can be visualised as ”sliding” one function over another and calculating

the area of the product at each point.

The nature of this overlap and the way one function affects the other is central to

convolution’s effectiveness in various applications. For instance, in signal processing,

convolution can be used to describe how an input signal transforms as it passes through

a linear system.

Furthermore, convolution is closely related to cross-correlation, another important

operation that measures the similarity between two functions. While both operations

involve a sliding mechanism, they differ in the specifics of the function because the

convolution reflects the shifted function.

In the sections to follow, we delve into the mathematical definitions of the convolution

operation, exploring intuitions behind it and extending it to the frequency domain.
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2.1.1 Mathematical Definition

Convolutions are primarily used in signal and image processing because they can

transform one function using another. The operation can be visualised as sliding one

function over the other and computing the area under the product for each shift value.

Here, we will delve into the operation’s mathematical representation for 1D and 2D cases.

Mathematical Representation of 1D Convolution

For two continuous time- or space-domain functions f(t) and g(t), the convolution is

defined as

(f ∗ g)(t) =
∫ ∞

−∞
g(τ)f(t− τ) dτ. (2.1)

For discrete time- or space-domain functions f [n] and g[n] the formula becomes

(f ∗ g)[n] =
∞∑

m=−∞

g[m]f [n−m]. (2.2)

In these equations, f is often referred to as the input while g is often referred to as the

filter or kernel. The operation computes the sum of products for every possible overlap

(defined by shifting g by t or n).

2.1.2 Mathematical Representation of 2D Convolution

The operation is easily extended to the 2D case, which applies to processing images. For

two 2D functions f(x, y) and g(x, y) the continuous convolution is defined as

(f ∗ g)(x, y) =
∫ ∞

−∞

∫ ∞

−∞
f(u, v)g(x− u, y − v)dudv, (2.3)

and for two discrete 2D functions

(f ∗ g)[x, y] =
∞∑

m=−∞

∞∑
n=−∞

f [m,n]g[x−m, y − n]. (2.4)
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2.1.3 Intuition behind the Mathematical Formula

A convolution can be viewed as a dot product between two functions at each shift value.

Intuitively, this emphasises how the convolution captures the similarity between two

functions at each shift value.

For 1D signals, the operation can be visualised as the reflected filter, g(−t), sliding over

the input signal, f(t). The convolution is then computed by multiplying and summing

the overlapping areas of both functions. The summation of these products gives the

output at each point in the function.

For 2D inputs, such as images, the operation can be visualised as a small window, the

filter, sliding over an image. At each position, the convolution is computed by multiplying

the overlapping pixels and the filter values and summing these products. For image

processing, using this operation can capture features, such as edges, from images.

2.1.4 The Fast Fourier Transform (FFT) and Convolution

Fourier analysis studies how general functions can be expressed as a sum of simpler

trigonometric functions—the decomposition process of converting tasks into a sum of

trigonometric functions at different frequencies [1]. The Discrete Fourier Transform

(DFT) applies the Fourier Transform to a discrete sequence of values [2]. It is obtained by

breaking down a function into its different frequency components [3]. Unfortunately, the

DFT computed directly from the definition is too slow to be practically useful in many

fields. However, a Fast Fourier Transform (FFT) can compute the DFT of a sequence

by factorising the DFT matrix into a product of sparse factors [4]. The FFT manages

to decrease the computation time of the DFT from O(N2) to O(N logN) where N is the

size of the data being transformed. The following formula defines the DFT:

X(k) =
N−1∑
n=0

x(n) · e−j·(2πkn/N). (2.5)

The Convolution Theorem

The convolution theorem is one of the most significant breakthroughs in signal

processing [5]. The theorem states that the convolution of two different functions in
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the time domain equals the multiplication of the Fourier Transforms of these functions

in the frequency domain. The theorem is defined by

F(f ∗ g) = F(f) · F(g). (2.6)

F(f) denotes the Fourier Transform of the function f , and f ∗ g is the convolution of f

and g.

2.1.5 Edge cases and Challenges

A common issue with the convolution is handling the borders of images and signals.

When the filter moves across the input, it needs a strategy when it reaches the edges.

Three different strategies that handle border effects are:

• Valid: No padding is introduced, and the convolution output is smaller than the

input.

• Same: In this strategy, the borders are padded with zeroes so that the size of the

input image is preserved.

• Full: Here, the padding is applied so that every element from the input is convolved

with every filter element. This results in the output size being larger than the input

size.

Padding the input not only helps control the output size but also helps reduce artefacts

around the borders. Padding the input signal provides a buffer for the filter to pass over

and results in a smoother edge around the border of the output image.

2.2 Convolutional Neural Networks

In deep learning, a convolutional neural Network (CNN) is a neural network that contains

at least one convolutional layer [6, 7]. These networks are generally used for computer

vision tasks [8]. Convolutional layers use mathematical operations called convolutions

instead of matrix multiplication, which is used by fully connected or dense layers [6].

Convolutional layers preserve the structural information of images while transforming

them into feature maps that capture hierarchically organised patterns. Convolutional
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neural networks are used in various applications such as image and video recognition,

recommender systems [9], image classification [10], object detection and image super

resolution.

2.2.1 Architecture of a CNN

The input data of a convolutional layer is often comprised of feature maps. This could

be both raw image data or outputs from preceding layers. The inputs and outputs for

convolutional networks are four-dimensional tensors and have the following structure:

• The first dimension is the batch,

• the second dimension is for the image channels/feature maps, and

• the last two are for the image’s height and width.

This is known as the NCHW format, which is the format that is used in PyTorch [11].

Alternatively, TensorFlow uses the NHWC, which means the last dimension is for the

channel dimension [12]. TensorFlow does, however, have functionality that allows it to

use the NCHW format.

Once the image data or feature maps are passed into the convolutional layers, the layer

applies a two-dimensional convolution operation to the input. The convolutional layer

slides a small filter over the input data and computes the dot product of each patch of

the input data with the filter. For image data, the filter moves from left to right and

then from top to bottom, computing the dot product at each position it covers. The

convolutional layer does this for multiple independent filters. The result is referred to as

the feature map. Figure 2.2.1 illustrates how this operation is performed for each filter.

Feature maps represent patterns that the filters have detected in the input data. These

feature maps get more complex as we go deeper into the CNN. In the first layers, the

CNN can detect edges, and in deeper layers it can detect more complex compositions

such as shapes and objects.

In the literature, one often finds references to strides and padding. ”Strides” refers to

the number of pixels a filter moves over the input. With a stride of one, the filter will

move one pixel at a time when computing the dot product, while a stride of two means

that the filter jumps two pixels and computes the dot product. Padding can control
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Figure 2.1: Illustration of how convolutional filter slides over an image data [13].

the spatial size of the output feature map. This is vital since applying a convolution

operation reduces the size of the data that is passed in. This situation can be avoided

by padding the edges of the input data with zeroes. The two most common padding

methods are ”valid” and ”same”. ”Valid” padding means that no padding is used, and

”same” padding means that the input image is padded so that the output has the exact

spatial size as the input. Figure 2.2 shows a diagram of a typical CNN architecture.

Figure 2.2: High-level diagram of a typical CNN architecture for image classification [14].

Convolutions are the core component of convolutional neural networks; however, they do

not make up the entirety of these networks. Here are the fundamental components of

CNNs:

• Activation function: After the convolution operation, it is common to introduce

non-linearities by adding subsequent activation functions. One of the most
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common activation functions is the Rectified Linear Unit (ReLU). This is a simple

function that clamps all negative values to zero. The sigmoid and softmax

functions are generally used at the network’s end for binary and multi-class

classification, respectively. These functions are used because they transform logits

into probabilities.

• Pooling layer: Pooling layers help reduce the input data’s spatial dimensions

(height and width). Reducing these dimensions increases the computational

efficiency of CNNs and reduces overfitting. The two most used types of pooling

are max pooling and average pooling. These pooling layers do a similar operation

to a convolution operation in that the computation involves a sliding operation.

Max pooling selects the maximum value from a group of values, and average

pooling calculates the average of the group of values. Although pooling increases

computational efficiency, there is some loss of information.

• Fully connected layer: Fully connected layers will often be found at the end of a

CNN. These layers consist of neural nodes that are all connected. These layers will

be found in most CNNs, and combining them with the CNN architecture has been

shown to be highly effective in vision classification tasks and object detection.

2.2.2 Training CNNs

The training process of a CNN is the same as for any other neural network. Training

data gets passed into the neural network, which computes the network’s forward pass.

The forward pass is calculated by applying operations for each layer in the network

sequentially. Once the forward pass of the network has been computed on the data,

the error, referred to as the network loss, is computed. This loss is backpropagated

back through the network to calculate the gradients of the loss with respect to each of

the parameters inside the network. These gradients measure how the loss changes with

respect to changes in the parameters. The parameters are updated in the descent direction

of the gradients. This is called an optimisation step, and the network loss decreases after

every optimisation step.

2.2.3 Difference between CNNs and DeNNs

As mentioned previously, a deconvolution applies a convolution with an inverse filter as

opposed to the convolution which just convolves the filter itself with the input. This gives
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the deconvolution layer the ability to learn long range correlation which could increase

the network it is placed in.

The deconvolution layer has been implemented in PyTorch, which is introduced in section

2.5. With the deconvolution layer’s implementation, we try to keep its signature as

close to the convolutional layer found in PyTorch [11] which allows it to be a drop-in

replacement for a convolutional layer. This means the deconvolution layer applies a 2D

over a signal composed of several channels. The layer consumes a 4D tensor as the input

where the dimensions correspond to (N,Cin, H,W ). The layer then produces an output

with the following dimensions (N,Cout, H,W ). Note that in this case N is a batch size,

Cin denotes the number of channels in the input, Cout denotes the number of channels in

the output, H is the height of input planes in pixels, and W is the width in pixels. The

convolutional layer takes the input dimensions and produces the same output dimensions.

Thus giving the deconvolution layer the same signature as the convolutional layer. With

regards to the training process of a DeNN, it is trained using backpropagation the same

as a CNN.

2.2.4 Image recognition Applications

One of the most common applications of CNNs is image recognition. This application

involves different tasks related to understanding and interpreting image data. This

includes tasks such as image classification, object detection, object tracking, and image

segmentation. CNNs are extremely good at classifying images [15]. An example of their

high performance can be seen in a dissertation from 2012 [16], where Ciresan et al. trained

a CNN that can achieve an accuracy of 99.23% on the MNIST dataset [17].

One facet of image recognition is facial recognition. CNNs do not yield such impressive

results compared to digit recognition for the MNIST dataset stated above [18]. In [19],

Matusugu et al. trained a CNN on 5,600 still images of more than ten different people.

The CNN achieved 97.6% accuracy on this data.

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is a benchmark in

object detection and image classification. The dataset used in this challenge is the

ImageNet dataset, which consists of over 14 million images [20] [21] which have been

labelled, and at least one million of the images have bounding boxes provided for them.

In ILSVRC 2014 [22], a large-scale image recognition challenge, most top teams used a

CNN as their basic framework. The winner of this challenge was GoogleNet [23], which
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achieved a mean average precision of 0.439 and a classification error of 0.0067%.

2.2.5 Image Reconstruction Applications

Another critical application of CNNs is image reconstruction. Image reconstruction

refers to reconstructing high-quality images from low-resolution, corrupted, or incomplete

images. This process is essential for domains where high-quality images help with

analysis, but circumstances prevent high-quality images from being captured. This could

be due to equipment limitations, noise, or other factors. CNNs have become popular for

image reconstruction due to their ability to learn hierarchical features of the data given

to them and their success in image recognition tasks.

Super Resolution

One of the most common use cases is super resolution (SR). SR aims to increase both

the resolution and quality of low-resolution images. Early approaches use hand-crafted

features and optimisation techniques. However, with the rise of deep learning, models

such as SRCNN [24] achieved better performance when compared to the earlier methods.

These networks are trained on low- and high-resolution image pairs, allowing them to

learn mappings from the low- to high-resolution images. Further advancements in super

resolution include the use of Generative Adversarial Networks (GANs) to produce higher

quality upscaled images with even more detail, as seen in the super resolution GAN

(SRGAN) [25].

Denoising and deblurring

Two other applications for CNNs are denoising images, where the aim is to remove

noise from images, and deblurring images, which include sharpening images that

have been blurred. Advancements in denoising saw researchers using convolutional

autoencoders and developing models such as the DnCNN [26]. These models show

significant improvements over previous methods for removing different types of noise,

such as Gaussian, salt-and-pepper, and speckle noise. Similarly to super resolution,

advancements in deblurring include the use of GANs. Networks like the DeblurGAN [27]

use GANs to sharpen images.
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Inpainting

Image inpainting refers to filling in missing or corrupted parts of an image so that it is

consistent with the surrounding area and the rest of the picture. CNN-based methods

have shown impressive results in image inpainting. They can generate plausible context-

aware fillings for the missing or corrupted parts of the image. One notable model is

DeepFill [28]. This model uses a feed-forward, fully convolutional neural network which

can process images with multiple missing parts at arbitrary locations.

Medical Image Reconstruction

In medical imaging, high-quality images are essential for accurate diagnosis. CNNs have

been applied in this area by using them for MRI reconstruction. CNNs are used to

reduce the amount of time it takes to scan patients by generating high-resolution images

from fewer measurements. Techniques such as AUTOMAP [29] transformed this space

by learning end-to-end mapping from the raw sensor data.

In conclusion, the effectiveness of CNNs on image reconstruction is indisputable. These

networks can learn complex mappings for image data and can adapt to a wide range of

problems.

2.2.6 Other applications

The use of CNNs in Natural Language Processing (NLP) has been explored. CNNs have

shown to have excellent performance in NLP tasks such as semantic parsing [30], search

query retrieval [31], sentence modelling [32], classification [33], prediction [34], and other

traditional NLP tasks [35]. Unlike recurrent neural networks (RNNs), CNNs can learn

the diverse contextual interpretation of language without relying on the sequential order

of the data. RNNs are more suited for sequence modelling tasks [36] [37] [38] [39].

CNNs are also used for anomaly detection. These CNNs are based on one-dimensional

convolutions and use an unsupervised model to detect anomalies in the time domain [40].
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2.3 The Deconvolution Operation

Deconvolution is the inverse operation of convolution. The deconvolution operation aims

to reverse the convolution operation on a signal or image. This operation is used to

recover the original signal that was inputted into the convolution operation and can be

done with a certain level of accuracy [41]. The foundation for deconvolution was primarily

established by Norbert Wiener, from the Massachusetts Institute of Technology, in his

book Extrapolation, Interpolation, and Smoothing of Stationary Time Series [42].

2.3.1 Description

The deconvolution operation aims to recover the original signal, f , from a convolution

equation of the form

f ∗ g = h. (2.7)

In most cases, h would be the recorded signal and g is the filter that convolves or distorts

f . If the filter, g, is known or we know the form of it, we can perform a deterministic

deconvolution. However, if g is unknown, then it needs to be estimated. This can be

done by using statistical estimation or by building a model of the system that is used

to transform f into h. Different methods of deconvolution can be chosen depending on

the deconvolution parameters and measurement error. It is important to note that all

frequency components of g need to be non-zero, otherwise a deconvolution is not possible.

Raw Deconvolution

Raw deconvolution is used when the measurement error is minimal. In this case, the

deconvolution operation collapses into inverse filtering. Referring to equation 2.7, the

original signal f can be recovered by Fourier transforming both the filter g and the

recorded signal h into H and G, respectively. Using the convolution theorem, we find

that

F = H(ω)/G(ω), if G(ω) ̸= 0 ∀ ω, (2.8)

where F is the Fourier transform of f . The inverse Fourier Transform of F is computed

to obtain the estimated signal f , and ω is frequency.
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Deconvolution with Noise

When dealing with physical methods, the situation is more accurately represented by the

following equation

(f ∗ g) + ϵ = h. (2.9)

where ϵ is the noise that was measured along with the signal. If the recorded signal

is assumed to be noiseless the statistical estimate of g will be incorrect, and therefore

the estimate of f will also be incorrect. The lower the signal-to-noise ratio, the more

inaccurate the estimated deconvolved signal will be. This is why raw deconvolution is

not a good solution for physical measurements. However, if the type of noise in the

data is known, f can be estimated more accurately by using techniques such as Wiener

deconvolution.

2.3.2 Our Approach: Deconvolution in Deep Learning

It is important to note that the convolution is generally non-invertible. For a convolution

to be invertible, all frequency components of the convolution filter must be non-zero.

Therefore, our aim with the deconvolution layer is not to invert a convolution operation

but instead to have a convolution with a filter that provides a wider impulse response

without an increase in the number of free parameters. With a wider impulse response,

it gives the layer the ability to learn long-range relationships in the data which could be

beneficial on some deep learning tasks.

A major issue with the deconvolution operation is how it relates to instability. Since

the operation involves division in the frequency domain, any frequency component equal

to zero will cause the output to be undefined and therefore cause the operation to be

unstable. Even with frequency components close to zero will cause a large output.

However, we circumvent this issue through deep learning optimisers. Since deep learning

optimisers reduce the error in a network, optimisers will avoid these unstable regions

because they will produce larger errors than stable instances.

2.4 Image Scaling

In computer graphics and digital imaging, image scaling refers to resizing a digital image

to different resolutions. There are two different types of images found in computer
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graphics, namely raster graphics images and vector graphics images. Raster graphics

refers to images that are represented by a two-dimensional grid of square pixels. In

contrast, vector graphics refers to images that are created from geometric shapes defined

on a Cartesian plane. Figure 2.3 shows the difference between the two graphic types.

Figure 2.3: Illustration of the differences between vector and raster image [43].

Scaling vector graphic images is quite a simple task since the graphic shapes can be

scaled by using geometric transformations. This can be done with no loss in image

quality. On the other hand, scaling of raster graphics means that a new image with a

different number of pixels must be generated. In the case where the resolution is lowered,

this usually results in visible quality loss. In the context of digital signal processing,

the scaling raster graphics can be seen as an example of two-dimensional sample rate

conversion. In this dissertation, we will mainly focus on scaling raster images. Here are

some algorithms for scaling images.

2.4.1 Nearest-neighbour Interpolation

Nearest-neighbour interpolation is a simple interpolation method. Interpolation is the

process of approximating points of a sample function based on the points around the point

of interest. The nearest-neighbour interpolation approximates points by copying the value

of the point closest to it. This results in multiple pixels having the same colour when

using this algorithm for upscaling. It can also preserve sharp details in pixel art but also

introduce jaggedness in images that were previously smooth. A common implementation

is to always round to zero instead of computing which pixel is mathematically the closest,

which produces faster computations as well as few artefacts.
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2.4.2 Bilinear Interpolation

Bilinear interpolation is an interpolation technique that utilises repeated linear

interpolation. Linear interpolation estimates function values by constructing a straight

line between two known data points and utilising this line to determine the value of the

function at a specific intermediate location. This produces more natural-looking images

compared to nearest-neighbour interpolation. Computationally, bilinear interpolation

takes more time to compute when compared to nearest-neighbour; however, it is still

faster than more advanced methods such as bicubic interpolation.

2.4.3 Bicubic Interpolation

Bicubic interpolation extends cubic spline interpolation to interpolating functions that

can be represented on a two-dimensional grid. The interpolated surface, referring to

the filter shape, is smoother than the interpolated shape of both bilinear interpolation

and nearest-neighbour interpolation. Bicubic interpolation can be computed using cubic

convolutions, cubic splines, or Lagrange polynomials. In image processing, bicubic

interpolation is picked above bilinear and nearest-neighbour interpolation in image

re-scaling when speed is not a problem. Compared to bilinear interpolation, which

interpolates using 4 pixels, bicubic interpolation takes into account 16 pixels, a 4 × 4

grid surrounding the interpolation point.

2.5 Introduction to PyTorch

PyTorch is an open-source machine learning library. It is the framework that was used to

build, train and test each neural network in this dissertation. PyTorch provides a flexible

platform for deep learning research and applications. It was developed by Facebook’s AI

Research (FAIR) lab and it has emerged as one of the preferred tools for researchers and

developers alike. This is due to its dynamic computational graph, intuitive design, and

robust ecosystem.
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2.5.1 Autograd

At the heart of PyTorch is the concept of a dynamic computational graph, which has been

implemented using the autograd package. In contrast to static computational graphs,

as found in other libraries like TensorFlow (prior to version 2.0), dynamic graphs are

constructed during the computation of the forward pass of the neural network. This

allows for greater flexibility, making it easier to modify network architectures during

runtime and facilitate development of more complex and sophisticated models.

The autograd package showcases PyTorch’s ability to automatically compute gradients,

which is essential for backpropagation used in training neural networks. Every tensor

object in PyTorch can have its gradient computed and stored, enabling seamless

optimisation of model parameters.

The autograd package enables us to alter and test different designs of the deconvolution

layer without having to derive and implement the gradient formulae for these operations.

2.5.2 Tensor Library

At its core, PyTorch revolves around the tensor, a multi-dimensional array similar to

NumPy arrays but optimised for GPU acceleration. PyTorch tensors provide an extensive

list of operations, ensuring compatibility with GPU computation without the need for

complicated syntax. This integration between CPU and GPU computations allows

developers and researchers to write code once and run it seamlessly on both platforms,

facilitating faster experimentation and development.

2.5.3 The Neural Network Module

To help with the design and training of neural networks, PyTorch introduces the nn

module. This module encompasses a collection of pre-defined layers, loss functions,

and optimisation methods, encapsulating the intricate details and providing a high-

level interface to users. Using the nn.Module class, users can define custom network

architectures, benefiting from the in-built functionality for parameter management, GPU

integration, and more. The deconvolution layer is built on this nn.Module.
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2.5.4 Ecosystem and Community

Over the years, PyTorch’s community has grown exponentially, contributing a wealth

of tools, libraries, and extensions. Whether it’s torchvision for computer vision tasks,

torchaudio for audio processing, or torchtext for natural language processing (NLP), the

PyTorch ecosystem is ever-expanding, catering to a diverse range of research areas and

applications.

2.5.5 Integration with Other Tools

PyTorch seamlessly integrates with various other popular libraries and tools, such as

Weights and Biases1 for visualization, ONNX for model export, and many more. This

ensures that while working within the PyTorch environment, one is not limited and can

integrate the broader machine learning ecosystem into their PyTorch networks.

2.5.6 Conclusion

Essentially, PyTorch offers a balance between flexibility and ease of use, making it a

great choice in the machine learning domain. Whether one is prototyping a new idea,

conducting advanced research, or deploying a production-grade application, PyTorch

provides the necessary tools and functionalities to make the process efficient and intuitive.

2.6 Conclusion

In this chapter, we explored the foundational concepts that are imperative to

understanding the work done in this dissertation. We began with an in-depth examination

of the convolution operation in section 2.1, presenting its mathematical formulae,

providing insight to intuitions behind it, and its association with FFTs. Building on

this foundation, section 2.2 delved into CNNs, detailing the architecture, components,

training processes, and their applications in image domains. Subsequent to this,

section 2.3 introduced the deconvolution operation. The section provides an overview

of the deconvolution operation and motivates our deep learning approach. Image

1Learn more about Weights and Biases here: Weights & Biases Documentation
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scaling techniques, vital for super-resolution tasks, were highlighted in section 2.4 with

emphasis on varied interpolation methodologies. Lastly, section 2.5 acquainted readers

with PyTorch, the instrumental machine learning library utilised in this dissertation,

emphasising its dynamic computational graphs, tensor operations, and the nn module.

Together, these sections equip the reader with the background to navigate the work in

this dissertation.
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Chapter 3

Related Work

In this chapter, we review the literature that is related to work done in this dissertation.

First, we dive into previous work done on single image super resolution (SISR). We start

with detailing methods used prior to deep learning. Next, we give an overview of all the

work done on deep learning for SISR. We look into the different network architectures

that have been proposed previously. Architectures such as SRCNN [24] and ESPCN [44]

which are the two architectures we used in this dissertation. In section 3.2, we have a

look at work done on image classification. Like SISR, we first give an overview of the

algorithms used prior to deep learning. Next, we look into the work done using deep

learning. We look into different network architecture but highlight the LeNet-5 [45] since

this is the architecture we used to train a DeNN on image classification. Finally, we turn

our attention to image deconvolution. This section starts with an overview of classical

signal processing methods used for image deconvolution. Next, it provides more modern

approaches like convolutional neural networks. It then relates to more recent work done

using deconvolution operations in deep learning for non-blind deblurring. The section

then ties this work to the work done in this dissertation.

3.1 Single Image Super Resolution

Super resolution (SR) is a popular area in the field of image processing and computer

vision. SR aims to improve the quality of an image by increasing the resolution. This is

done by passing a low-resolution (LR) image as input and reconstructing a high-resolution

(HR) image as an output. This is especially valuable in domains such as satellite imaging,

medical imaging, and surveillance, where obtaining high-quality images is vital. This
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section touches on work done prior to the advent of deep learning and work done using

deep learning.

3.1.1 Prior to deep learning

Before the emergence of deep learning, super resolution techniques were predominantly

based on interpolation methods, such as bicubic interpolation [46], bilinear interpolation

[47], and Lanczos resampling [48]. These methods were simple and computationally

efficient but produced images with blurred edges and lacked finer details.

Later, more sophisticated methods were developed. These methods involved extracting

patches from the low-resolution image and searching for similar patches in an external

HR image database. We call these methods example-based super resolution, and they

exploit the redundancy of image patches to reconstruct the HR image [49].

3.1.2 Deep Learning

The introduction of deep learning brought a transformation to the entire field of computer

vision, including super resolution. Convolution Neural Networks (CNNs) emerged as a

powerful tool for SR. This can be attributed to their ability to learn hierarchical features

from LR images and use these features in the reconstruction of HR images.

One of the foundational networks in single image super resolution (SISR) is the Super

Resolution Convolutional Neural Network (SRCNN) introduced by Dong et al. [24].

The SRCNN introduced an end-to-end SR technique where the network is trained to

map the LR images directly to the HR reconstructions. This network consists of three

convolution layers. The first layer was used as a patch extraction layer, the following layer

made non-linear mappings of the extracted patches, and the final layer reconstructed the

mappings to an HR image. The SRCNN achieved better performance over pre-deep

learning methods and set a new benchmark for SR tasks.

Following the introduction of the SRCNN, many deep learning based SR methods were

proposed. Among these networks, the Efficient Sub-Pixel Convolutional Neural Network

(ESPCN) stands out due to its innovative approach [44]. Instead of increasing the

resolution at the input layer, ESPCN performs upscaling in the feature space using a

pixel shuffle layer. This reduces the computational resources required and, therefore,
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allows standard hardware to run real-time SR.

Both the success of the SRCNN and ESPCN pushed further research into deeper and

more sophisticated architectures, such as VDSR [50], EDSR [51], and SRGAN [25]. These

networks, with advancements in training strategies and loss functions, have enabled SR

to reconstruct high-resolution images that are often indistinguishable from the true HR

image.

In conclusion, the field of SR has witnessed massive advancements over the years.

It progressed from simple interpolation techniques to sophisticated deep learning

architectures. Networks such as SRCNN and ESPCN have played an essential role in

the evolution of super resolution as they set the stage for current and future innovations.

We anticipate that as computational resources continue to grow, SR will achieve better

performance.

3.2 Image Classification

Image classification is a fundamental task in computer vision. The goal of the task is

to understand and categorise images from a number of different labels. Unlike object

detection, which involves locating as well as categorising multiple different objects in a

single image, image classification typically applies to images containing only one object.

Deep convolution neural networks have led to breakthroughs in image classification [52].

CNNs learn low, high, and mid-level features [52], making an end-to-end multi-layer

solution that can be enhanced by deepening the network.

3.2.1 Prior to deep learning

Computer vision can be dated back to the late 1960s and began at universities that were

pioneering in Artificial Intelligence. The goal was to mimic the human visual system so

it could help robots display intelligent behaviour [23]. In fact, it was believed that this

could be accomplished through a summer project which involved attaching a camera to

a computer and having it ”describe what it saw” [53] [54].

At the time, what set computer vision apart from digital image processing was the desire

to extract three-dimensional structures from images with the aim of understanding an
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entire scene. Research from the 1970s built the foundations for many computer vision

algorithms today.

In the next decade, research was based on mathematical analysis and quantitative aspects

of deep learning. These studies led researchers to the realisation that many mathematical

concepts could be treated within the same optimisation framework as regularisation and

Markov random fields [55]. The 1990s saw researchers begin to use statistical techniques

to recognise faces in images.

3.2.2 Deep Learning

With the resurgence of neural networks in the late 2000s and early 2010s, deep learning

started gaining traction, especially in the field of computer vision. One of the earliest, and

arguably the most significant deep neural network, is LeNet-5 [45]. It was proposed by

Yann LeCun et al. in the late 1990s and was initially designed to recognise handwritten

digits [17]. The network contained several convolutional layers, which were followed by

pooling layers. This network was revolutionary due to its ability to understand raw

images by learning spatial hierarchies of features so that the need for manually crafted

feature engineering was not needed anymore.

LeNet-5 established the foundation for many modern CNN architectures. Its

groundbreaking performance on the MNIST dataset paved the way for larger and more

complex architectures that could solve larger and more diverse datasets.

The following years saw numerous advancements in CNNs. In 2012, the AlexNet

architecture [10] dominated the ImageNet competition, which set a precedent for deep

CNNs that are trained on large image classification datasets. This spawned a multitude

of different sophisticated architectures such as VGG, ResNet, Inception, and others. All

of them pushed the boundaries of performance.

Deep learning networks, including those based on CNN architectures, have become the

standard for tackling various computer vision problems, such as image classification,

segmentation, object detection, and image generation.

Initial research and applications were focused on understanding natural images but were

soon adapted to various other domains, such as medical imaging, and satellite imagery.

The robustness and adaptability of networks made them versatile tools for extracting

meaningful information from large amounts of unstructured data.
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In conclusion, the rise of deep learning and CNNs can be attributed to the foundation

that the LeNet-5 provided. It revolutionised the field of computer vision. The CNNs

have managed to outperform traditional machine learning and digital image processing

techniques in multiple applications. Researchers are able to adapt networks for tasks

of varying complexities by scaling the network’s depth or width while balancing the

trade-off between performance and the computational resources required. Furthermore,

as advancements in GPU technologies continue to unfold, it has enabled deep learning

practitioners to train deeper and more sophisticated models. Today, problems such as

object detection, image generation, and even video understanding can be computed in

real time. The legacy of LeNet-5 stands as a testament to the power of deep learning and

CNNs. LeNet-5 acted as a catalyst by setting the stage for innovations in deep learning

and computer vision.

3.3 Image Deconvolution

Image deconvolution is an essential process in the field of image processing and computer

vision, primarily used for removing blur from images. The goal of image deconvolution

is to reconstruct a high-quality image from a degraded image that has been blurred by

a known or unknown filter. This technique is widely used in various domains such as

astronomical imaging, medical imaging, and photography.

3.3.1 Prior to Deep Learning

Before the advent of deep learning in image processing, deconvolution techniques relied

heavily on classical signal processing methods. These methods typically involved a

deconvolution operation, where the degraded image is filtered with the inverse of the

blurring function. However, deconvolution was highly sensitive to noise and often

produced unsatisfactory results in practical applications.

Another popular method was the Wiener filter, which provided a statistical approach to

deconvolution. This method aimed to minimise the overall mean square error between the

estimated and true image. While the Wiener filter performed better than inverse filtering,

especially in the presence of noise, it still struggled with recovering high-frequency details

in the image.
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Lucy-Richardson deconvolution, a method based on maximum likelihood estimation, also

saw significant use. This iterative technique was particularly useful for astronomical

and microscopic images but was computationally expensive and often slow for large

images [56].

3.3.2 Deep Learning

The introduction of deep learning in image deconvolution marked a significant

advancement in the field. Convolutional neural networks (CNNs) were employed for

learning the deconvolution process end-to-end. These models could handle complex and

non-linear blur patterns, which were challenging for traditional methods.

One of the early and significant contributions was the use of CNNs for blind image

deconvolution, where the blur kernel is unknown. Networks like DeblurGAN [27],

introduced by Kupyn et al., leveraged Generative Adversarial Networks (GANs)

for deblurring tasks, producing sharp images from blurred inputs without explicitly

estimating the blur kernel.

Another advancement was the incorporation of deep learning in non-blind deconvolution,

where the blur kernel is known or estimated. Here, deep learning methods showed superior

performance in restoring fine details and textures, compared to classical algorithms.

Recent trends in image deconvolution involve using deep learning for specific applications,

such as removing motion blur from photographs taken with handheld devices, or

deblurring medical images for improved diagnosis. These specialised networks are trained

on large datasets and can handle various types of blur effectively.

Deep learning-based deconvolution methods continue to evolve, with researchers exploring

various architectures and training strategies. The focus has been on improving the speed

of deconvolution, reducing artefacts, and enhancing the capability to handle more complex

and realistic blur scenarios.

The paper [57] introduces an innovative approach to non-blind image deblurring that

leverages the strengths of both classical Wiener deconvolution techniques and modern

deep learning methods. Traditional Wiener deconvolution, while effective in certain

scenarios, often falls short in handling the complexities of real-world image blur, especially

when noise and other artefacts are present. By integrating deep learning, the proposed

method overcomes these limitations through a two-step process.
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Firstly, the method utilizes a feature-based Wiener deconvolution module that operates in

a deep feature space rather than the conventional image space. This involves embedding

the Wiener deconvolution step within a deep neural network framework, allowing the

deconvolution process to be guided by learned features extracted from the blurry input.

These features, obtained through convolutional layers and residual blocks, capture more

nuanced information about the image, facilitating more effective artefact removal and

detail restoration.

Secondly, the deblurred features are refined using a multi-scale refinement module. This

module processes the features at multiple scales, progressively recovering fine details and

small-scale structures that are often lost in traditional deconvolution methods. The multi-

scale approach ensures that both global and local image details are preserved, resulting

in a clearer and more accurate final image.

One of the key innovations of this method is its adaptive noise estimation capability.

Unlike many existing approaches that require a predefined noise level, the proposed

network can dynamically estimate the noise level from the input features. This

adaptability enhances the network’s robustness, enabling it to handle varying levels of

noise effectively.

The effectiveness of this approach is demonstrated through extensive experiments on both

simulated and real-world blurred images. The results show significant improvements in

artefact suppression, detail recovery, and overall image quality compared to state-of-the-

art non-blind deblurring methods. Quantitative evaluations using metrics such as PSNR

(Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity Index) further validate the

superiority of the proposed method.

In summary, the paper presents a compelling case for combining classical deconvolution

techniques with deep learning to address the challenges of non-blind image deblurring.

By operating in a deep feature space and employing a multi-scale refinement strategy,

the method achieves remarkable improvements in deblurring performance, particularly in

terms of handling noise and preserving image details.

The paper [58] presents a novel approach to address the complex challenges of non-

blind image deblurring in low-light environments. This method, named INFWIDE

(Image and Feature Space Wiener Deconvolution Network), ingeniously combines the

strengths of image space and feature space Wiener deconvolution to effectively manage

the prevalent noise and saturation issues found in low-light images. INFWIDE introduces

a sophisticated dual-branch architecture that simultaneously processes information in
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both the image and feature domains. The image space branch is dedicated to explicitly

removing noise and reconstructing saturated regions, while the feature space branch

focuses on suppressing ringing artefacts that often degrade image quality.

One of the core innovations of INFWIDE is its multi-scale fusion network, which adeptly

integrates the outputs of both branches. This integration ensures that the complementary

strengths of each branch are leveraged, resulting in significantly enhanced deblurring

performance. The multi-scale fusion network not only improves the overall visual quality

of the deblurred images but also ensures that fine details are preserved, which is critical

for high-quality night photography.

In terms of technical advancements, INFWIDE employs a set of loss functions that

incorporate both a forward imaging model and backward reconstruction. This close-

loop regularization strategy helps secure good convergence of the deep neural network,

ensuring robust and reliable performance during training and inference. Moreover, to

enhance the applicability of INFWIDE in real-world low-light conditions, the authors

developed a physical-process-based low-light noise model. This model synthesizes realistic

noisy night photographs, providing a more accurate and challenging dataset for training

the network.

The extensive experiments conducted on both synthetic and real data demonstrate

that INFWIDE outperforms traditional deblurring algorithms. It particularly excels

in scenarios involving severe noise and saturation, where existing methods often fail.

By effectively addressing these issues, INFWIDE sets a new benchmark for deblurring

quality in low-light environments, showcasing superior performance in preserving image

details and reducing artefacts.

Both [57] and [58] use Wiener deconvolution for non-blind image deblurring. The former

applies a deconvolution in the feature space while the latter deconvolves in both the

feature and image space. In this dissertation, we apply a deconvolution in the image

space and extend two other computer vision tasks namely single image super resolution

(SISR) and image classification.

In conclusion, the field of image deconvolution has undergone a significant transformation

from classical signal processing techniques to sophisticated deep learning models. Most

research, investigates networks that use the convolution as a fundamental operation.

However, there is some research done on image deconvolution using the deconvolution

operation. These networks have shown impressive performance on image deblurring. In

this dissertation we aim to extend this investigation to more computer vision tasks such
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as SISR and image classification.
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Chapter 4

Deconvolution Layer Architecture

Deep learning and artificial intelligence are rapidly evolving fields. Most research in

deep learning is on multi-purpose layers such as fully connected layers and convolutional

layers. However, in the diverse landscape of deep learning, one-size-fits-all solutions are

uncommon, just as in other fields of science and engineering. In light of this, it’s important

to explore alternative approaches that may offer different advantages. The deconvolution

layer represents one such alternative that allows a neural network to learn long-range

correlations in the data earlier in the network. Experiments conducted in chapter 5 and

6 determine the effectiveness and applicability of the deconvolution layer.

In this chapter, we delve into the architecture and rationale behind the deconvolution

layer in deep learning. Section 4.1 offers a motivation for the deconvolution layer,

discussing its ability to capture long-range spatial dependencies which often limits

CNNs. Section 4.2 delves into the FFT (Fast Fourier Transform) implementation of the

deconvolution layer, highlighting how this approach enhances computational efficiency.

The subsequent sections address various critical aspects of the deconvolution layer’s

design and implementation. In section 4.3, we explore key design strategies, such as

the significance of the first element’s trainability and filter initialisation techniques.

Section 4.4 presents a practical example of applying a 1D deconvolution layer in audio

classification, providing empirical insights into its effectiveness. The chapter progresses

to section 4.5, where we outline a high-level implementation of the deconvolution layer,

breaking down its operational steps. Finally, section 4.6 details the experiments designed

to test the deconvolution layer in various scenarios, including single image super resolution

(SISR) and image classification, setting the stage for a thorough empirical evaluation of

this layer in the next two chapters.
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4.1 Motivation

As discussed in [59], the ability of CNNs to learn long range spatial dependencies is

limited by the localised receptive fields of each layer. Essentially, each point in a channel

of a convolution output involves aggregating input information over a domain determined

by the kernel size, often 3× 3 or 5× 5. The overall receptive field of the network can be

increased by cascading multiple layers, but simply increasing the depth of a feed-forward

network is an inefficient means of learning long range dependencies.

Viewing a single channel in a CNN layer as a shift-invariant filter, the kernel defines the

impulse response. A localised receptive field is equivalent to a narrow impulse response,

which corresponds to a filter that aggregates information over a limited spatial domain

and is unable to capture pixel dependencies over wide pixel separations. The receptive

field of a convolutional layer can be increased by using a larger kernel size. However, this

increases the complexity of the layer and the number of parameters to be estimated.

The statistical principle of parsimony suggests that a model should be as complex as

necessary but as simple as possible. If long range correlations are important then filters

with wide impulse responses are necessary, but these should not come with a substantial

increase in the number of free parameters that have to be estimated from limited training

data. Filters with wide impulse responses but which are specified by a small number of

parameters might be desirable as layers in standard CNN architectures.

In broad terms, Figure 4.1 defines our proposed deconvolution layer.

Figure 4.1: A diagram illustrating the operation of both the deconvolution and
convolutional layers.

The standard convolutional layer is on the left. The trainable parameters are the
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convolution kernel weights h, and the output y is the convolution of the kernel h with

the input x. The deconvolution layer is on the right. Here the trainable parameters are

the kernel weights g, but the relationship governing the input and output is g ∗ y = x. In

other words, given an input x and a kernel g, the output is that quantity y which, when

convolved with g, yields the input x. This is a deconvolution operation.

If convolution with g is invertible and is inverted by a filter with impulse response g−1,

then the output can be calculated directly from the input as y = g−1 ∗ x.

4.1.1 Signal Processing Motivation

The domain of 1-D signals is analytically tractable with much theory that relates to the

factors of the underlying polynomials. Specifically, the location of poles and zeros of

the transfer function determines the behaviour of a filter. A conventional convolutional

layer corresponds to an all-zero or moving average filter. Assuming causal filters for now,

with x[n] the input signal and y[n] the output, the following relation defines a first-order

moving average filter:

y[n] = x[n]− ax[n− 1].

This corresponds to the input-output relation y[n] = h[n]∗x[n] with h[n] = δ[n]−aδ[n−1]

the impulse response. This impulse response has a very small support, and consequently

the layer has a small receptive field.

A stable and causal all-pole filter has all poles inside the unit circle and uses temporal

feedback to effectively increase the impulse response and hence the receptive field.

Consider now the auto-regressive recursion

y[n] = ay[n− 1] + x[n].

In this case the relationship between the input and the output can be written as h[n] ∗
y[n] = x[n] with h[n] as before. However, it is a simple signal processing exercise to show

that this filter can equivalently be written as y[n] = g[n] ∗ x[n], with g[n] = anu[n] and

u[n] the unit step function. This filter, which is specified by a single parameter, has an

infinite impulse response.

The moving average filter above has the system function H(z) = 1−az−1 = z−a
z
. The all

pole filter system function is G(z) = 1
1−az−1 = z

z−a
. The two are inverses of one another.

The deconvolution layer proposed in this work is parameterised by the impulse response

37



4.2. FFT IMPLEMENTATION

of the inverse filter rather than of the forward filter.

4.2 FFT Implementation

Implementing a deconvolution layer in neural networks, particularly large-scale data such

as images, can be computationally expensive if done in the spatial domain. The FFT

provides a means to expedite the process by transforming the deconvolution operation in

the spatial domain to an element-wise multiplication in the frequency domain, which is

computationally more efficient.

Given the relation g ∗ y = x, where g is the kernel y is the output, and x is the input, we

can apply the Fourier transform to both sides of the equation. This gives us

F(g ∗ y) = G(ω) · Y (ω) = X(ω),

where G(ω), Y (ω), and X(ω) are the Fourier transforms of g, y, and x. To solve for Y (ω)

and ultimately y, we divide both sides by G(ω). This gives us

Y (ω) =
X(ω)

G(ω)
.

Finally, we take the inverse Fourier transform of both sides to get the final output

y = F−1(
X(ω)

G(ω)
).

To implement this in a deep learning framework, each of these steps would be encapsulated

as operations in a computational graph, allowing for automatic differentiation and

learning of the kernel g parameters through backpropagation.

The FFT-based approach offers a significant reduction in computational complexity. The

standard convolution operation has a complexity of O(n2) for each output element,

whereas the FFT-based approach has a complexity of O(n · log(n)), where n is the

number of elements in the input signal or image. This makes the FFT implementation

particularly attractive for layers like deconvolution that require a large receptive field and

would otherwise have a high computational cost.
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4.2.1 Invertibility

In general the convolution operation is not invertible. Specifically, if there are any

locations in the frequency response of the filter that have a zero value, then the input

components at these frequencies cannot be recovered from the output (which has been

multiplied by zero).

Consider a simple image restoration problem, attempting to recover high-resolution data

y from an image x blurred via convolution with a non-invertible filter hblur according to

the process x = hblur ∗ y. Using a single deconvolution layer for this restoration would

involve optimising over filter parameters h in the input-output relation x = h ∗ y. For

this problem, we will use a pixel-wise loss that the optimiser will reduce. Due to the

deconvolution layer having an all-pole filter there will be unstable regions. However, the

optimiser will naturally move the filter away from these regions since they will have larger

errors compared to stable regions.

4.2.2 Issues with Convolving with an FFT

When convolving or deconvolving any image or signal, some problems can arise. This

is especially apparent when compared to direct spatial or time-based convolution. The

following are some issues that one can run into when using an FFT for convolution or

deconvolution:

• Circular Convolution: One of the predominant issues when convolving using an

FFT is that the FFT operates on a finite portion of a signal and effectively assumes

periodicity. This results in circular convolution that can introduce artefacts around

the boundaries of the image.

• Computational Complexity and Memory: While the FFT is computationally

efficient for large convolution operations, it still requires large amounts of memory

to store complex numbers for each pixel and data point. This is especially apparent

in large images.
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4.3 Design Strategies

This section highlights critical design strategies and explains the rationale behind these

strategies.

4.3.1 First Element Trainable

In this section, we present a key design strategy which is comprised of two parts, the

first being that we constrain the first element of each filter to 1. Note that we refer to

the element at the top left of the filter as the first element. The second design choice

is setting the first element as trainable or non-trainable. The next subsection motivates

why it’s necessary to set the first element equal to 1 using linear algebra.

Linear Algebraic Motivation

Generally, a matrix-vector formulation does not represent a time-invariant transformation

well, but it is useful for exposing the effect of boundary conditions on invertibility.

Consider the causal convolution y = h ∗ x, with h[n] = h0δ[n] + h1δ[n− 1] + h2δ[n− 2].

If the boundary conditions applied simply truncate the input and output signal vectors,

then the following linear transform representation is obtained:

y0

y1

y2
...

yN−2

yN−1


=



h0 0 0 0 0 0

h1 h0 0 0 0 0

h2 h1 h0 0 0 0
. . . . . . . . . . . .

...
. . . h1 h0 0

h2 h1 h0





x0

x1

x2

...

xN−2

xN−1


.

This assumes xn = 0 for n < 0 and truncates the output elements yn for n ≥ N .

Essentially, y = Hx with x,y ∈ RN and H ∈ RN×N .

Since H is triangular its determinant is the product of the diagonal elements. Thus the

relationship y = Hx is invertible as long as h0 ̸= 0, and this is the case even if the original

relation y = h∗x is not invertible. By setting h0 = 1, we can avoid the issue of h0 getting

close to 0 since the optimiser will avoid regions of instability.
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First Element Trainability

In this section, we highlight the key difference between setting the first element as

trainable or non-trainable. It is also important to note the first element can be set

as a trainable parameter or as a non-trainable parameter:

• First Element Trainable: In this approach, the first element of each filter is set

to trainable. This adds an extra learnable parameter to the network, allowing it to

potentially learn more nuanced representations.

• First Element Non-trainable: In contrast to the first strategy, in this method

the first element is set as a non-trainable parameter. This helps ensure that the

deconvolution operation is kept stable and invertible throughout training.

The experiments conducted in this work investigate whether holding h0 = 1 while

optimising over the other kernel parameters is beneficial to the operation of the layer.

Admittedly, if the remaining (off diagonal) elements become large then H could become

ill conditioned, but at least formally the operation is guaranteed to always be invertible.

4.3.2 Filter Initialisation

Filter or kernel initialisation plays a vital role in deep learning. It can significantly

influence the training, and ultimately the performance of the neural network. The filter

refers to a set of learnable parameters in a convolutional layer, but in this case it refers

to a set of learnable parameters in the deconvolution layer. A good filter initialisation is

essential for the following reasons:

• Convergence: the filter initialisation can impact the speed at which the network

converges during training. A poor initialisation could lead to the network converging

slowly or even result in the network not converging at all [60].

• Vanishing and Exploding Gradients: Good initialisation can minimise the

problems of vanishing and exploding gradients. If the initialisation places the

network in an unstable region, it can cause the deconvolution operation to be

unstable which makes the activation of neurons large. This can lead to neurons

pushing activations into areas that have low gradients and cause a vanishing

gradient problem.
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• Model Performance: On top of convergence, a good initialisation can put the

model in a favourable position on the loss curve. This can help the model find a

better local minimum to converge to, which could lead to better model performance

on both seen and unseen data.

We experimented with different filter initialisations on single image super resolution

(SISR). We have provided a list of these initialisations as well as the findings from our

experiments. Note that all these experiments set the first element as 1 and non-trainable.

• Normal Distribution: In this case, we initialised the rest of the filter with

random numbers from a normal distribution with a mean of 0 and a variance

of 1
no. of trainable parameters

. We found that using an initialisation with a normal

distribution placed the network in an unstable region on the loss curve and thus

caused the deconvolution to be unstable.

• Zero Distribution: Here we initialised all the elements (except for the first

element) to 0. This initialised the filter as an ”identity” filter and ensures that

the deconvolution will be stable. Through our experiments, we found that this

initialisation places the deconvolution layer into a sub-optimal local minimum. In

this situation, the model’s accuracy will not improve because the optimiser will

push the network towards the local minimum (where the network already is).

• Uniform Distribution: Here we initialise the filter weights with random float

numbers from a uniform distribution on the interval [0, 1
no. of trainable parameters

). We

found that this initialisation produced a stable deconvolution filter each time while

also placing the network in a position where the optimiser can find an optimal local

minimum. This initialisation was chosen to be used in the deconvolution layer and

in the experiments in both chapter 5 and 6.

To summarise, filter initialisation is a vital part of the training process in both

neural network layers. The consequences of the choice at initialisation are propagated

throughout the entire training process, and could lead to poor network performance.

For filter initialisation, we have chosen to set the first element to 1 and letting the rest

of the filter be random floats from a uniform distribution. We found that this type of

initialisation provides stability and good placement on the loss landscape.
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4.3.3 Padding

In digital signal processing, and by extension convolutional layers in deep learning,

padding is the process of adding zero (or other specific values) to the edge of the signals

or images. The primary motivation behind padding stems from the following reasons:

• Avoiding Circular Convolution: When you perform convolution in the time

domain using an FFT (or its 2D equivalent for images), the data is assumed to be

periodic, which leads to circular convolution. If the signal is not periodic then the

circularity often causes edge artefacts. However, this can be avoided by padding

the input before deconvolving it.

• Richer Frequency Representation: By padding the image, one increases the

number of pixels that the FFT gets computed on. This increases the size of the

Fourier representation of the image. This richer Fourier representation of the Fourier

transform means that higher frequency components can be accurately represented.

• Output Dimension Preservation: This issue is only relevant to spatial or time-

based convolutions, which is the type of convolution that is found inside traditional

convolutional layers. In FFT-based convolution, padding inputs, and therefore

increasing the size of the input image, results in a larger output. If keeping the size

of the image is desired, the centre of the output of the convolution can be extracted

to the original image size.

The deconvolution uses padding to mitigate the problems mentioned above. It adjusts the

amount of padding to the size of the input. To ensure that the output size is consistent

with the input, the layer also extracts the centre of the output at the end of its operation.

In conclusion, padding has the potential to reduce the effects of circular convolution and

provide a richer frequency domain representation. It is a tool that originates from the

principles of Digital Signal Processing. The question is whether the padding enhances the

deconvolution layer’s ability to learn patterns and features for the data that it is trained

on. The experiments in the next chapter look to answer these questions. We hypothesise

that zero padding will help the deconvolution neural networks (DeNNs) learn better

feature maps because the deconvolution layer will have a richer frequency representation.
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4.3.4 Four-factor Deconvolution

In this section, we introduce a design strategy called the four-factor deconvolution. This

design strategy allows the deconvolution to apply a symmetric filter to the input. We

predict that having a symmetric filter will increase the accuracy of the deconvolution

layer and the network it is a part of. This could be due to the fact that convolutions

with asymmetric filters can lead to shifts in the output. This is particularly problematic

in tasks where a misalignment in the network output image and the ground truth image

could negatively affect the network’s training.

Motivation

A four-factor convolution filter was initially introduced in [61]. It leads to a symmetric

impulse response or equivalently a zero phase frequency response. This ensures

spatial coherence between the input and output of the layer’s frequency-components.

Additionally, Lim shows how applying a nonlinear-phase filter to 2D images generated

artefacts that are likely detrimental to image analysis and interpretation [62]. For

example, when filtered the different frequency components of edges can disperse and

become spatially incoherent, making them weak and generating ringing artefacts. In the

context of deep learning, four-factor deconvolution could help networks learn end-to-end

mappings more easily since there will be spatial coherence inside the network.

Formulation

In 1-D signal processing, forward-backward filters are often used to eliminate this

dispersion. Two systems serially cascaded, one with a real-valued impulse response h[n]

and the other with the time-reversed impulse response hr[n] = h[−n], produce an overall

system with an even symmetric impulse response heff[n] = hr[n] ∗ h[n] = h[−n] ∗ h[n].

The corresponding filter will be zero phase.

The above forward-backward filter can be considered a two-factor filter, where one factor

has the impulse response h and the other the time-reversed impulse response hr. In 2-D,

given a factor h[x, y], we could define a four-factor filter with a combined impulse response

heff[x, y] = h[x, y] ∗ h[−x, y] ∗ h[x,−y] ∗ h[−x,−y].
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This impulse response will be completely parameterised h(x, y) but will be symmetric in

both the x and the y directions. Hence it will be a zero-phase filter.

Implementation

The four factor deconvolution is essentially four filters which are reflections of the original

filter. The first filter is just the unchanged deconvolution filter. The other filters are

obtained by reflecting the filter across the first dimension, the second dimension, and

reflecting across both dimensions, respectively. The product of these four filters is a

symmetric filter that eliminates any spatial shifts that the deconvolution layer could

produce. The four-factor deconvolution can be computed using the following steps:

1. Compute the two-dimensional FFT of the deconvolution kernel.

2. Generate the three additional filters by flipping and aligning the original filter’s

frequency representation.

3. Multiply all four frequency representations element-wise, creating the four-factor

deconvolution filter.

4. Divide image input by the four-factor filter.

5. Compute the inverse FFT on the result of the last step.

Conclusion

The four-factor deconvolution ensures coherence between the input and output spatial

features by convolving the input with a symmetrical filter. Additionally, the four-factor

deconvolution increases the width of the impulse response which will help the layer easily

learn long-range relationships in the data. The experiments in the next chapter seek to

answer whether a four-factor deconvolution filter is beneficial for training deconvolution

neural networks (DeNNs) on both SISR and image classification.

4.3.5 Bias

Here, we introduce the filter bias design strategy. This design strategy is relatively simple.

It involves adding a trainable bias term to each deconvolution filter in a deconvolution
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layer which allows the optimiser to learn mappings with an offset. This design strategy

aims to enhance the flexibility and performance of the deconvolution layer in various deep

learning applications.

Motivation

The primary motivation for adding a filter bias is that it allows the deconvolution layer to

adjust the level of activation in its output. This can be particularly beneficial in scenarios

where the data processed by the layer has inherent biases or where shifting the activation

range could lead to more effective learning. The filter bias can serve as a mechanism

for adapting the layer’s responses to suit the specific characteristics of the input data,

thereby improving the overall performance of the network.

4.4 1D Example

In this section, we use a deconvolution layer for an audio classification task using the

UrbanSound8k dataset, which consists of urban sounds from 10 different classes such

as car horns, children playing, and dogs barking. The network used consists of a 1D

deconvolution layer followed by a fully connected layer to classify the sounds into the

various categories. As a baseline, we also train a convolutional layer with the same

structure as the deconvolution layer so that we can evaluate the effectiveness of the

deconvolution operation. Same structure refers to the convolutional layer also using an

FFT convolution, two factor convolution, and setting the first element as not trainable.

We refer to the network with the deconvolution layer as the deconvolution neural network

(DeNN) and the network with the convolutional layer as the convolutional neural network

(CNN).

4.4.1 Network Architecture

1. 1D Deconvolution Layer: This layer applies a deconvolution operation to the

input of the network. The deconvolution layer only uses one filter that consists of

3 elements. The first element is set to 1.0 and is not trainable and the other two

parameters are trainable, which is all the trainable parameters in this layer. It also

applies a two-factor deconvolution which means the input is deconvolved with both
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the filter and the reverse filter. Finally, a ReLU activation is applied to the output

of this layer.

2. Fully Connected Layer: This layer classifies the output of the deconvolution by

multiplying it by an 90000 × 10 matrix and applying a softmax activation to the

output.

4.4.2 Training

Both networks are trained using the Adam optimiser [63] with a learning rate of 1×10−3.

The networks were trained on the UrbanSound8k dataset for 10 epochs each using a batch

size of 32.

4.4.3 Results

After training the network on the UrbanSound8k dataset, we found that the DeNN

achieves an accuracy of 89% whereas the network with the CNN achieves an accuracy of

87%. This shows that the deconvolution layer is slightly better than the convolutional

layer in this audio classification task.

Another key aspect to look at is the impulse response. This will help showcase the

difference between both the convolutional and deconvolution layer. In figure 4.2, we

present the impulse response for the deconvolution layer and the convolutional layer.

Figure 4.2 shows the impulse response of the deconvolution layer after it has been trained

for audio classification. If we look at the plot, we see that the deconvolution layer has a

wider impulse response and therefore is able to capture longer range correlations for the

input data which, translates to better accuracy of the network.

4.4.4 Summary

This example illustrates that a deconvolution layer can be effectively used for tasks

such as audio classification, as demonstrated on the UrbanSound8K dataset. The

experiment suggests that deconvolution layers might have an edge over traditional

convolutional layers in certain deep learning tasks. In this example, we also investigated
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Figure 4.2: The deconvolution layer’s response to impulse input.

the impulse response of both the deconvolution and convolutional layer. We found that

the deconvolution layer has a wider impulse response, which indicates that it can capture

longer range correlations compared to the convolutional layer while still having the same

number of trainable parameters.

4.5 High Level Implementation

This section presents the implementation of the deconvolution layer at a high level.

The implementation of this layer involves several steps, including padding, Fourier

transformations, filter multiplication, and inverse transformations.

4.5.1 Overview

The deconvolution layer’s operation can be divided into the following steps:

1. Padding the Input: The input image or feature map is padded to ensure that

the output size remains consistent after the deconvolution operation.

2. Fourier Transformation: The padded input is transformed into the frequency

domain using the Fast Fourier Transform (FFT).
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3. Filter Multiplication: The transformed input is multiplied with the

deconvolution filter in the frequency domain. This step involves the four-factor

deconvolution to ensure spatial consistency and stability.

4. Inverse Fourier Transformation: The product from the previous step is

transformed back into the spatial domain using the Inverse Fast Fourier Transform

(IFFT).

5. Truncation and Bias Addition: The output is truncated to the desired size,

and a bias term is added to finalise the deconvolution operation.

4.5.2 Pseudo-code

The pseudo-code in Figure 4.3 provides a step-by-step breakdown of the deconvolution

layer’s operation:

function DeconvolutionLayer(x):

# Step 1: Padding the Input

padded_x = pad(x)

# Step 2: Fourier Transformation

X = FFT(padded_x)

# Step 3: Filter Multiplication

# Create the four -factor filters

G1 = 1 / FFT(filter)

G2 = flip_and_shift(G1 , vertical=True)

G3 = flip_and_shift(G1 , horizontal=True)

G4 = flip_and_shift(G1 , vertical=True , horizontal=True)

# Multiply the filters to get the final filter

G = G1 * G2 * G3 * G4

# Multiply with the transformed input

Y = X * G

# Step 4: Inverse Fourier Transformation

y = IFFT(Y)

# Step 5: Truncation and Bias Addition

y = truncate(y)

output = y + bias

Figure 4.3: Pseudo-code illustrating the step-by-step process of the deconvolution layer’s
forward operation.
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4.6 Experiment Motivation

The first set of experiments that were conducted in this work were on SISR. SISR was

chosen because the downscaling process (bicubic interpolation) shares similar properties

to a convolution with a blur filter. We hypothesise that a DeNN will perform better

than a CNN because its operation is better suited for an SISR task. Its property to

learn long-range relationships in the data will allow it to consider a larger area of pixels

when applying a convolution (with the inverse filter) and will therefore help it pick more

suitable values for the image reconstruction.

We tested the deconvolution layer in two similar networks, namely, SRCNN and

ESPCN [24]. In the SRCNN experiments, we investigated the impact that the different

design strategies have on network performance on SISR and whether our hypotheses are

correct. In the ESPCN experiments, we explored the impact that hyperparameters such

as filter size, number of filters and loss functions have on network performance in SISR.

These experiments were designed to test the deconvolution layer’s performance on SISR

while also elucidating the scenarios that the deconvolution layer shows its effectiveness

in.

The second set of experiments were conducted on image classification. Image classification

was chosen because it is often used to benchmark CNNs and other vision-based neural

networks. Additionally, we chose image classification because it will showcase the

deconvolution layer’s ability to learn long-range correlations. We predict that this ability

of the deconvolution layer will allow it to classify better than the convolutional layer.

For experiments on image classification, we tested the deconvolution layer by adding it

to the LeNet-5 architecture [45]. The first experiments were conducted by progressively

replacing more convolutional layers with deconvolution layers. By replacing convolutional

layers systematically, we will find the best configuration which can be used in the later

experiments.

These experiments will answer our questions on whether the deconvolution layer is able

to learn long-range dependencies and if it is more suitable for computer vision tasks that

require an inversion of the convolution operation. Additionally, we investigate the best

configuration for the deconvolution layer by testing how each hyperparameter affects its

performance.
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4.7 Conclusion

This chapter detailed the design of the deconvolution layer by first providing a motivation

for why it will be beneficial in a deep learning context. Next, we dived into the FFT

implementation while also highlighting the issue with invertibility and convolving in the

frequency domain. Subsequently, we presented the different design strategies that are

implemented in the deconvolution layer. These design strategies include setting the first

element as trainable, four-factor deconvolution, padding, and filter bias. Next, we moved

onto a 1D example, where a DeNN and a CNN were trained on audio classification. This

helps to motivate the deconvolution layer’s potential in deep learning tasks. Lastly, we

provided a high-level implementation of the deconvolution layer.

Section 4.6 gave an overview of the different experiments that will be conducted on the

deconvolution layer. The section motivates why particular computer vision tasks were

chosen. The section also elaborates on the experiments conducted to test the performance

of the different design strategies. The results and details for the experiments follow in

chapters 5 and 6.
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Single Image Super Resolution

This chapter presents the work on super resolution using a deconvolution neural network.

Single image super resolution is a computer vision task that increases the resolution

and quality of images. In other words, it reconstructs a high-resolution image from a

lower-resolution image. This can have various applications, such as medical imaging,

security, and surveillance. The reconstruction of the high-resolution image depends on

how information is extracted and used in the low-resolution image. SISR is an ill-posed

task due to the same low-resolution (LR) image having multiple potential high-resolution

(HR) counterparts, making SISR inherently a challenging problem. In recent research,

convolutional neural networks (CNNs) have been popular in tackling SISR [24] [50] [64]

[51] [65] [66] [67]. This is due to their ability to learn complex non-linear mappings

between their inputs and outputs. Even with the outstanding performance that CNNs

have achieved, they still face two limitations. One is that most methods blindly increase

the depth or width of the network to boost the network’s ability to extract features. Still,

they forget to utilise all the contextual features present in the low-resolution image. As

network depth increases, the network gradually loses more of the contextual information

of the LR image. Additionally, during the high-resolution image reconstruction, most

networks only use the spatial information from the low-resolution image and ignore useful

features in the high-resolution space that can aid in reconstructing visually appealing

high-resolution images.

Section 5.1 presents the different networks tested on SISR. This section also presents

the baselines that these networks will be tested against. Section 5.1.1 presents the

super resolution deconvolution neural network (SRDeNN), which is an adaptation of

the SRCNN. The SRCNN is also the baseline for the experiments using the SRDeNN.

Section 5.1.2 uses a similar network architecture to the SRCNN, called the ESPCN.
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Section 5.2 presents the different datasets that are used to train and evaluate the networks

on SISR. We introduce the 91-image dataset and the Set5 dataset which are used for

training and evaluation respectively.

Section 5.3 elaborates on the details of the experiments that were conducted on the

networks. These experiments outline the questions we aim to address and the section

explains how conducting the experiments will contribute to addressing this study.

Section 5.4 showcases and discusses the results from the experiments outlined in section

5.3. We found that integrating deconvolution into both the SRCNN and ESPCN does not

yield better performance than the original architecture. Furthermore, we tested different

design strategy combinations and hyperparameter configurations, but the DeNN failed

to outperform both CNN architectures. However, there are promising results from the

DeNN when a frequency-based optimiser is chosen.

Finally, we conclude the work done on single image super resolution by summarising the

results found in the previous section.

5.1 Algorithms and Networks

This section presents the proposed SISR networks along with their respective baselines.

Section 5.1.1 presents a super resolution deconvolution neural network (SRDeNN) and

its baseline, the super resolution convolutional neural network (SRCNN). Both of these

networks are based on [24].

Section 5.1.2 presents the ESPCN network. It is similar to the SRCNN, except low-

resolution images are not upscaled before being passed into the network. In contrast, in

the previous network they are upscaled using bicubic interpolation before being passed

into the network.

5.1.1 SRCNN

The SRCNN was initially presented in [24], where they proposed a deep learning

method over traditional example-based methods. The network architecture is relatively

straightforward since it consists of only three convolutional layers of varying numbers
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of filters and filter sizes. For SISR, we proposed an adapted version of the SRCNN,

where we replaced the first convolutional layer with a deconvolution layer. This will be

referred to as the SRDeNN. Here is an outline of the SRDeNN architecture. Layer 1 is

a deconvolution layer with 64 filters (n1 = 64), and the size of the filter is set to 9 by

9 (f1 = 9). Layer 2 is a convolutional layer with 32 filters (n2 = 64), and the size of

the filter is set to 5 by 5 (f2 = 5). Finally, the third and final layer has a filter size of

5 by 5 (f3 = 5), and the number of filters is equal to the number of output channels

(n3 = nchannels). The baseline, the SRCNN, has the same number of filters and filter

sizes as the SRDeNN, thus keeping the network architectures as similar as possible while

keeping the learnable parameters the same. Figure 5.1 shows a diagram of the SRCNN

architecture.

Figure 5.1: High-level diagram of the SRCNN architecture [24].

5.1.2 ESPCN

ESPCN uses a similar network architecture as the SRCNN, but there are a few key

differences between ESPCN and SRCNN:

1. An additional layer called the pixel shuffle has been added to the end of the network.

The pixel shuffle layer reshuffles elements in a tensor with shape (B,C × r2, H,W )

to a tensor of shape (B,C,H × r,W × r), where r is the upscaling factor.

2. The final convolutional layer’s channels are increased from n3 = nchannels to n3 =

nchannels × r2, where r is the upscaling factor.

3. This network architecture uses the tanh activation function as opposed to a ReLU

activation function.
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4. In the previous network, the low-resolution image is upscaled using bicubic

interpolation before being passed into the network. However, this is not the case

here since pixel shuffle has been added to the end of the network.

5. The filter sizes have been adjusted slightly to f1 = 5, f2 = 3, and f3 = 3.

Like the SRCNN, we test the deconvolution layer by replacing the first convolutional

layer with a deconvolution layer. We refer to the network with this replacement as an

ESPDeN.

5.2 Datasets

In this section, we present the two datasets that are used to train and evaluate the

SISR networks above. Firstly, we look at the 91-image dataset which is used to train

the networks on SISR. Next, we look at the Set5 dataset which is used to evaluate the

accuracy of the network on unseen data.

5.2.1 The 91-image dataset

The 91-image dataset is a popular dataset used for training networks for single image

super resolution (SISR) and other image processing tasks such as denoising and

restoration. This dataset was one of the earlier collections that were used for training

and evaluating super resolution models before larger datasets, like Div2K [68], were

introduced.

This dataset is not split into subsets. In fact, the whole dataset is used during training,

while another smaller dataset, such as Set5, is used as a test set. To create the low-

resolution images, down-sampling techniques are applied to the high-resolution images.

During training and evaluation, the low-resolution images are passed into the network,

and the network attempts to reconstruct a high-resolution image.

The 91-image dataset has been a vital resource for research in image super resolution.

It has contributed to the development and evaluation of numerous super resolution

algorithms. Despite the introduction of larger, more comprehensive datasets, the 91-

image dataset is still popular and is frequently used as a benchmark for super image

resolution.
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Figure 5.2: Examples of images found in the 91-image dataset.

5.2.2 Set5 dataset

The Set5 dataset is one of the most popular datasets for evaluating super resolution

algorithms. It was initially introduced by Bevilacqua et al. in their 2012

paper, ”Low-complexity Single-image Super-resolution based on Nonnegative Neighbour

Embedding” [69], and is widely used as a standard for comparing the performance of

different super resolution algorithms.

The dataset is relatively small, containing only five images. The images in the dataset

provide a diverse set of contexts, which includes both human subjects and animals.

The images have differing dimensions, so algorithms are tested on their ability to handle

different image sizes and aspect ratios. The dataset contains images of the following:

• A portrait of a baby

• A butterfly

• A bird

• The head of a woman

• A plant or flower.

The low-resolution versions of this dataset are usually generated by applying a down-

sampling technique to the original high-resolution images.

This dataset was chosen due to its relatively small size while containing a diverse set

of images. In [24], they found that using the 91-image dataset, compared to a larger

dataset, does not affect performance significantly for smaller networks such as the ones

used in this dissertation.
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Figure 5.3: The five images from the Set5 dataset [70].

The Set5 dataset is publicly available and can be accessed from a GitHub repository [71]

or other platforms that host super-resolution benchmark datasets like HuggingFace.

5.3 Experimental Design

The experiments were designed to evaluate the impact the deconvolution layer has on the

performance of the two network architectures presented above. We also aim to understand

the impact of different design strategies (for the deconvolution layer) and loss functions

on the network’s performance.

5.3.1 Experimental Setup

Network: The two network architectures (SRDeNN and ESPDeN) were trained and

evaluated against their baselines.

Optimiser: The AdamW optimiser was used with a learning rate of 10−3 for the first

two convolutional/deconvolution layers and 10−4 for the last layer. We chose this learning

rate since it is used to train the SRCNN [24] and the ESPCN [44]. AdamW was chosen

due to its broad adoption in state-of-the-art training processes [72].

Batch Size: The batch size for these experiments was set to 16 because it was the same

size used in both the original SRCNN and ESPCN papers.

Loss Functions: The networks were trained on three different loss functions, namely

Mean Absolute Error loss, Mean Square Error loss, and Discrete Cosine Transform loss.
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Epochs: Each experiment ran a total of 400 epochs over the entire dataset.

Datasets: Patches extracted from the 91-image dataset were used to train the networks.

The patches were of size 32 by 32 and were extracted using a stride of 14, thus giving a

total of 24800 different training samples. The Set5 dataset was chosen as the validation

dataset that was used to evaluate the model after every epoch.

Number of runs: Each experiment was run three times to ensure the reliability and

validity of the results generated by the experiments. Results are then reported as a mean.

Implementation: The experiments were implemented using PyTorch [73].

Evaluation Metrics: To evaluate the networks we use Peak Signal-to-Noise Ratio.

This is a common evaluation metric used for assessing image quality. It is defined as the

maximum possible power of a signal and the power of corrupting noise that affects the

fidelity of its representation. A higher PSNR value indicates better image quality. The

formula used to compute the PSNR is presented below. Note that in this formula MAX2
I

refers to the maximum value a pixel can be.

PSNR = 10 · log10
(
MAX2

I

MSE

)
. (5.1)

5.3.2 Testing Deconvolution Design Strategies

On top of the network settings above, the different design choices that were previously

stated will be tested exhaustively. The impact of the following strategies will be tested:

• Four-factor: The impact of a four-factor deconvolution will be tested. This

experiment will answer whether having a layer that ensures spatial coherence is

beneficial when learning feature maps for the SISR.

• Padding: In this experiments, we investigate the impact that padding and cropping

the image, before and after the deconvolution, has on model performance. We

predict that padding increases the FFT resolution and can lead to more accurate

reconstruction as well as reduce the effects of circular convolution.

• First Element Trainability: We investigate the impact of setting the first

element of each filter to trainable. Setting the element to trainable could allow the

network to learn more intricate mappings and improve reconstruction. However, it
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could potentially lead to instability.

• Multiple Runs: Finally, each experiment will be run three times to assess the

consistency of the results.

5.3.3 Experimental Scenarios

To summarise the previous two sections, the following experiments will be conducted:

• Two Network Architectures: The two different network architectures, namely

SRDeNN and the ESPCN, are tested against their baselines.

• Deconvolution Design Strategies: On top of testing the two architectures

against their baselines, the deconvolution design strategies will be tested

systematically in section 5.3.2.

• Hyperparameter Sensitivity: Here, we test the deconvolution layer’s sensitivity

to hyperparameters such as the number of filters and filter size. Additionally, the

impact of different loss functions will be tested on the best-performing networks

from the experiments above.

5.4 Results and Discussion

In this section, we present results obtained from experiments conducted on single image

super resolution (SISR). We present the experimental results while linking them to our

hypothesis and also drawing conclusions from our findings.

Section 5.4.1 presents the results of the experiment ran while integrating the

deconvolution layer into the SRCNN architecture. In this section, we train all networks

using patches extracted from the 91-image dataset and evaluate these networks on the

Set5 dataset with the PSNR metric. This section investigates explicitly the impact of

the deconvolution layer and its various deconvolution design strategies on the network

performance in an SISR task. We hypothesise that the deconvolution layer and each of

its design strategies will increase the SISR network performance. This is reasonable to

assume because the deconvolution layer uses the deconvolution operation which is more

suitable for an inversion process such as SISR. Furthermore, the deconvolution layer’s
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ability to learn long-range correlations will help it take into account more pixels when

reconstructing the high-resolution images. Additionally, the design strategies are there

to increase performance or ensure stability.

Section 5.4.2 presents the findings of experiments on the ESPDeN while comparing it to

the ESPCN at every step. Similar to the previous section, the networks in this section are

trained on the 91-image dataset and evaluated on the Set5 dataset. We investigate the

impact that the deconvolution layer has when integrated into the ESPCN architecture

while testing its sensitivity to hyperparameters, such as the number of filters, filter size,

and choice of loss function. The aim of these experiments is to gain a better understanding

of how different hyperparameters affect the deconvolution layer in SISR.

5.4.1 SRCNN

This section presents experiments conducted on SISR with the SRCNN architecture first

introduced in the paper [24]. We alter this network by replacing the first convolutional

layer with a deconvolution layer. We will refer to the altered network as the SRDeNN.

The original network, SRCNN, will be used as our baseline while we test the SRDeNN

using different deconvolution design strategies.

First Element Trainable and Four-Factor Deconvolution

Our first set of experiments was conducted to investigate the impact of two different

design strategies, namely, the four-factor deconvolution and setting the first element to

trainable. We systematically turn these two strategies on and off to not only test the

impact that they have on the network but also to test the impact they have on each

other.

By setting the first element as trainable, we allow the optimisers to alter the weight of

the first element for each deconvolution filter. This was disabled initially due to stability

concerns and additionally acts as a form of regularisation, which might help the network

generalise better to unseen data.

With regard to the four-factor deconvolution, we expect that adding a four-factor

deconvolution will implicitly increase the effective size of the filter. This allows

the deconvolution layer to capture more pixels while computing the feature maps.
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Furthermore, the four-factor deconvolution allows the spatial coherence between the input

and output to be retained since the effective impulse response is symmetric.

Lastly, we compare the SRDeNN’s performance against a CNN by training the SRCNN

using the same parameters. We predict that the SRDeNN will perform better than the

SRCNN due to the SRDeNN’s ability to learn longer-range filters.

Note that FET refers to the First Element Trainable design strategy and FF refers to the

Four-Factor design strategy.

Figure 5.4: Training and validation PSNR of SRDeNN using different combinations of
the two design strategies.

Table 5.1: The best training and validation PSNR for the ESPDeNs trained using different
design strategies.

Network Name Best Training PSNR Best Validation PSNR

FF 33.22 dB 36.54 dB
FF-FET 33.16 dB 36.46 dB
FET 33.12 dB 36.41 dB
NONE 33.09 dB 36.39 dB

BASELINE 33.32 dB 36.70 dB

Figure 5.4 and table 5.1 show how the network’s performance is impacted while the

design strategies are enabled or disabled. The SRCNN, which is the baseline for this

experiment, is also included in this plot so that the deconvolution layer’s performance

can be compared to a similar CNN architecture.

Based on the findings in figure 5.4 and table 5.1, we see that setting the first element

as trainable only slightly increases network performance when there is no four-factor

deconvolution. However, it is essential to note that this is not the case when it’s included
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with a four-factor deconvolution. This can be explained as follows: setting the first

element trainable allows for a smoother loss landscape (due to the operation being more

stable) and thus makes the learning process easier for the optimiser.

In relation to the four-factor deconvolution, figure 5.4 and table 5.1 show that this design

strategy also slightly increases the reconstruction accuracy of the network. This can be

attributed to four-factor deconvolution, expanding the effective filter size while ensuring

spatial coherence between input and output.

Moreover, figure 5.4 and table 5.1 show that by replacing a convolutional layer with a

deconvolution layer, the network suffers and yields a lower PSNR on both the training

and validation set. This could be attributed to the CNN’s ability to learn hierarchical

feature maps, which is more suited to learning mappings for SISR.

Overall, it seems that the deconvolution design strategies does not impact layer

performance. Additionally, the difference in PSNRs could also be attributed to the

variation in training from randomising the dataset and parameters. Lastly, one important

thing to note is that the PSNRs on the validation set is higher than the PSNRs on the

test set. This can be attributed to the size of the training dataset (24800 samples) and

the validation set which consists of 5 samples. The network is quite small compared to

the dataset and therefore cannot overfit to the training data which causes the training

PSNR to be lower than the validation PSNR.

Padding

The last deconvolution design strategy that we investigate is padding. This strategy will

help reduce the effects of circular convolution mentioned in chapter 4 and will increase the

size of the Fourier representation of the image, which results in the frequency components

in the image being captured with better accuracy. This also adds a buffer around the edges

of the image, which will help alleviate the circular convolution problem. We expect to see

padding improve the network’s ability to reconstruct high-resolution images. However,

the network will require more computational resources to train and reconstruct high-

resolution images.

Figure 5.5 shows the PSNR of each network when the image is padded during the

deconvolution operation. Results for three different networks are plotted, namely, the

SRCNN (baseline), an SRDeNN with padding (padding=50%), and an SRDeNN without

padding. Setting padding equal to 50% refers to padding zeroes equal to 50% of the
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Figure 5.5: Training and validation PSNR of SRDeNN when padding is applied before
and after the deconvolution.

image’s dimensions on each side. Note that for the SRDeNN, we have enabled the four-

factor deconvolution as the only design strategy. The plot clearly shows that padding

degrades the performance of the network on both the training and validation sets. This

disproves our hypothesis that padding will result in a richer Fourier representation and,

therefore, more accurate feature maps. This result proves that padding does not positively

impact the network’s ability to learn low to high-resolution mappings.

5.4.2 ESPCN

In this section, we explore the impact of the deconvolution layer on SISR using the ESPCN

network architecture, which was first introduced in [44]. This network has a similar

architecture to the SRCNN except it uses a Tanh activation instead of ReLU. Another

difference is that the low-resolution image is not upscaled before it is passed into the

network. The computation resources and time are reduced since the network is processing

a smaller image. Similar to the previous network, we alter this network by replacing the

first convolutional layer with a deconvolution layer. However, we do not explore the

impact of different layer configurations but focus on the impact of the deconvolution

layer and its sensitivity to hyperparameter changes. We also aim to investigate if this

architectural change from SRCNN to ESPCN affects the findings when comparing the

deconvolution and convolutional layers. Lastly, we use the ESPCN as a baseline for this

section.
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Number of filters

In this section we explore the impact of varying the number of filters in the deconvolution

layer. We hypothesise that the network performance will increase as the number of filters

inside the deconvolution layer increases. We also predict that we will see diminishing

returns as the filter count is increased, which can be attributed to the limitations of the

architecture and bottlenecking in subsequent layers.

Figure 5.6: Training and validation PSNR of ESPDeN when the deconvolution layer’s
number of filters is varied.

Figure 5.6 shows the PSNR of the ESPDeN on both the training and the validation sets

when the number of filters is varied. The baseline is also plotted to compare the DeNN

against a CNN. Based on the PSNR for both the training and the validation set, we see

that using the ESPCN achieves better performance than all the ESPDeN configurations.

This shows that the convolutional layer is still the better option for a SISR task.

When we compare the different ESPDeN configurations, we see that increasing the

number of filters past 64 does not yield better results, which indicates that our prediction

is incorrect. If we look more closely at the 128 filter network, we see that the validation

loss degrades as the network trains past 200 epochs. This indicates that the network is

overfitting on the training data.

Filter size

In this section, we explore the impact that different filter sizes have on the network’s

ability to reconstruct high-resolution images for SISR. We predict that as the filter size
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increases, so will the network’s performance. We know that the number of learnable

parameters increases as the filter size increases and therefore we can assume that this

will enable the network to learn more intricate mappings from low to high-resolution

images.

Figure 5.7: Training and validation PSNR of ESPDeN when the deconvolution layer’s
filter size is varied.

Figure 5.7 shows the PSNR of the ESPDeN as the filter size of the deconvolution layer is

varied. The baseline is plotted as well. Based on the results in the figure, we can conclude

that our prediction is incorrect as the filter size does not impact the network’s PSNR and,

therefore, the network’s accuracy. This could be attributed to the fact that a 3× 3 filter

has sufficient parameters to learn and capture the features of the low-resolution images.

Loss functions

Next, we explore how different loss functions affect a DeNN’s performance. We test

three different loss functions, namely, Mean Square Error (MSE), Mean Absolute Error

(referred to as L1 Loss), and Discrete Cosine Transform (DCT) Loss. We expect

the network trained on the DCT loss to achieve the best performance because it is a

frequency-based loss function like the operation in the deconvolution layer. Additionally,

we postulate that the L1 loss will achieve a higher PSNR than the MSE loss despite MSE

loss being the core components of the PSNR calculation.

Figure 5.8 shows the plots of the PSNR of the ESPDeN for different loss functions.

Table 5.2 shows the best training and validation PSNR when the ESPDeN is trained

using different loss functions. We can see that the DCT and MSE loss achieves the best
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Figure 5.8: Training and validation PSNR of ESPDeN for different loss functions.

Table 5.2: The best training and validation PSNR for the ESPDeNs trained using different
loss functions.

Network Name Best Training PSNR Best Validation PSNR

DCT 32.41 dB 35.78 dB
MSE 32.41 dB 35.77 dB
L1 32.01 dB 35.56 dB

BASELINE 32.13 dB 35.66 dB

PSNR on the training set. In the validation PSNR plot, we see the baseline ESPCN

trained using the L1 loss achieves similar results to the ESPDeN trained on MSE and

DCT in the last 100 epochs. This showcases the ESPCN’s ability to generalise well

to unseen data. However, it also shows the ESPDeN’s susceptibility to overfit training

data. Nevertheless, our assumption is incorrect since the frequency-based loss function

does not improve the accuracy of an ESPDeN. The network trained on the frequency-

based loss function achieves the same PSNR as a pixel-based loss function (MSE). It is

important to note that the DCT achieves its best PSNR after 200 epochs, which is half

the amount that the pixel-based loss functions to reach their best PSNR. This shows

that a frequency-based loss function provides an easier loss landscape for the optimiser

to navigate. This allows the optimiser to get to an optimal position faster. Additionally,

the network trained using MSE loss achieves better performance than the one trained

using L1 loss. This shows that the MSE loss is a more suitable loss function for training

DeNNs on SISR. Lastly, it is important to note that the change in performance is quite

minuscule and this change could be due to variations in the training set up which are

caused by the randomisation of the dataset and the network’s random initialisation.
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5.5 Conclusion

In this chapter, we investigated the performance of the deconvolution layer on single image

super resolution (SISR). We tested the performance of the layer on two similar network

architectures, namely the effective sub-pixel CNN (ESPCN) and the super resolution

CNN (SRCNN). We tested each network with different configurations of both the network

and training setup. We trained the networks using patches extracted from the 91-image

dataset. We compared the SISR networks using the Peak-Signal-to-Noise Ratio (PSNR)

metric.

First, we looked at the deconvolution performance inside the SRCNN. We did this by

replacing the first convolutional layer with a deconvolution layer. We refer to this network

as the SRDeNN. Our hypothesis stated that the deconvolution layer and each of its design

strategies will increase the network’s performance in SISR. Based on the results from these

experiments we can conclude that the deconvolution layer does not increase the network’s

performance on SISR. This can be attributed to the CNN’s robustness and ability to learn

hierarchical features of the low-resolution images. Furthermore, design strategies such as

four-factor deconvolution and first element trainability supports our hypothesis because

DeNN performance increases when they’re added. However, padding does not support

our hypothesis since it decreases the DeNN’s performance.

Next, we investigated the deconvolution layer’s performance inside the ESPCN. The

architecture was altered in the same way as the previous section, and we refer to

this architecture as the ESPDeN. In these experiments, we aimed to see how different

hyperparameters affected the deconvolution layer’s performance. We saw that increasing

the number of filters positively impacted the DeNN’s accuracy on the training data.

However, the additional filters caused the DeNN to overfit the training data. We found

that filter size did not impact the DeNN’s performance but loss function choice did.

We found that the ESPDeNs trained using MSE or DCT loss achieved the best result.

Additionally, we found that the network trained on DCT loss reached its peak accuracy

halfway through training whereas the network trained on MSE loss, a pixel-based loss,

took twice as long to reach the same accuracy. This shows the potential of using the

frequency-based loss function for the deconvolution layer in SISR.

In summary, our investigation into the integration of the deconvolution layer within

SISR architectures, specifically the SRCNN and ESPCN, has presented some insightful

findings. While the introduction of various deconvolution design strategies, such as the

four-factor deconvolution and padding adjustments, showed potential in enhancing the
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performance of the altered network architectures, they were unable to surpass the original

architectures in terms of PSNR. This showcases the robustness of the original SRCNN and

ESPCN designs for SISR tasks. Furthermore, our experiments highlight the importance

of hyperparameter tuning and the choice of loss function when integrating new layers into

existing architectures. We found that the ESPDeN network achieves better performance

than the ESPCN when using the MSE or DCT loss functions. This shows that the DeNN

can beat a CNN in SISR, given that it has optimal training settings.
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Chapter 6

Image Classification

This chapter presents the work on image classification using a deconvolution neural

network(DeNN). Image classification is a fundamental task in computer vision and is

one of the most popular tasks used to benchmark CNNs. It has advanced and optimised

various applications like medical imaging, autonomous vehicles [74], and social media

content filtering [75]. In image classification, network performance is dependent on the

network’s ability to learn features from the image. Despite its popularity, it remains a

challenging problem to solve due to changes in perspective, lighting, and occlusions. In

the last decade, CNNs have become a popular method for solving image classification

problems [10] [76] [77]. This is due to their ability to learn hierarchical representations of

the image data. However, recent research has shown that increasing the network depth

or width could lead to worse performance [78]. This phenomenon could be due to reasons

such as overfitting when a network consists of hundreds of layers without regularisation.

Another issue that excessively Deep CNNs face is the exploding or vanishing gradient

problem [79] [80].

Section 6.1 presents the different networks and their baselines that were tested on image

classification. This section details the LeNet-5 architecture (used as the baseline) and

how the deconvolution layer is integrated into this architecture.

Section 6.2 details the dataset that is used to train and evaluate the image classification

networks. The dataset is called CIFAR-10 and contains 32×32 RGB images of 10 different

classses.

Section 6.3 elaborates on the details of the experiments that were conducted on the

image classification networks. First, it dives into the experiment setup and network
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initialisation while giving details of the hyperparameters. Next, the section discusses

experimental scenarios and the different design strategies of the deconvolution layer that

were tested.

Section 6.4 presents and discusses the results from the experiment outlined in the earlier

sections. We found that the deconvolution layer does improve the LeNet-5 architecture’s

performance on an image classification task, although this does come at the cost of a

slight increase in computational demand. We also investigated the layer’s sensitivity to

various combinations of design strategies and hyperparameter changes.

Finally, we conclude the work done on image classification by summarising the results

found in the previous section.

6.1 Algorithms and Networks

This section presents the proposed CNN architecture along with its baselines.

The proposed architecture is an adaptation of the LeNet-5 architecture, which was

originally presented in [45]. The LeNet-5 has a straightforward architecture and consists

of 3 convolution blocks followed by two fully connected layers. The convolution blocks

consist of a convolutional layer with a Tanh activation function to introduce non-linearity,

followed by an average pooling layer. The average pooling layer is for regularisation so

that the network can generalise better to unseen data while increasing computational

efficiency.

Figure 6.1: High-level diagram of the LeNet-5 architecture [81].

The details of the layers inside this architecture are as follows.

• Convolution Block 1: The convolutional layer in the first convolution block uses a
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5 by 5 (f1 = 5) kernel with 6 different filters (n1 = 6) followed by a Tanh activation.

The average pooling layer in this block has a filter size of 2 and stride of 2.

• Convolution Block 2: The convolutional layer in the second convolution block

uses a 5 by 5 (f2 = 5) kernel with 16 different filters (n2 = 16) followed by a Tanh

activation. The average pooling layer in this block has a filter size of 2 and stride

of 2.

• Convolution Block 3: The convolutional layer in the final convolution block uses

a 5 by 5 (f3 = 5) kernel with 120 different filters (n3 = 120) followed by a Tanh

activation.

• Fully Connected Layer 1: The first fully connected layer has 84 different neurons

followed by a Tanh activation function.

• Fully Connected Layer 2: The second fully connected layer, and the last layer

of the network, has 10 different neurons and is followed by a softmax activation

function that transforms the logits received by the last fully connected layer to

probabilities.

6.2 Dataset

In this section, we present the dataset that is used to train and evaluate the CNNs and

DeNNs on image classification. The dataset that was chosen for this deep learning task

is the CIFAR-10 dataset. The dataset is split into two subsets. One is used for training

while the other is used to evaluate the network’s accuracy after every epoch.

6.2.1 CIFAR-10 Dataset

The CIFAR-10 dataset is a popular dataset used for training and evaluating algorithms

used for image classification. This dataset was introduced by Krizhensky in 2009 [82] and

has become a widely used dataset for the evaluation and training of deep learning image

classification networks.

CIFAR-10 consist of 60,000 RGB images of size 32 × 32. The dataset is split into two

different sets, namely the training set, which contains 50,000 images, and the test set,

which contains the other 10,000 images. The images are split into 10 different classes, each
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class having 6,000 images. The classes for this dataset include aeroplanes, automobiles,

birds, cats, deer, dogs, frogs, horses, ships, and trucks.

Figure 6.2: Examples of the different images and classes that are found in the CIFAR-10
dataset [83].

The CIFAR-10 dataset is predominantly used for the following:

• Image Classification: Evaluation and comparison of image classification

algorithms, mainly deep neural networks.

• Model Development: The size and complexity of the CIFAR-10 dataset makes it

ideal for model development. The relatively small dataset size and image size allow

for models to be trained faster so that developers can employ rapid prototyping to

find the best model. The dataset is still complex due to it containing a wide range

of different objects, which makes the classification problem non-trivial.

• Transfer Learning: Models that have been pre-trained on a CIFAR-10 dataset

can be used as a starting point for more complex tasks or datasets.

The CIFAR-10 dataset has been vital in the development of deep-learning models for

image classification. Its popularity stems from its balanced complexity. The datasets

are challenging enough to stimulate innovation while still being simple enough for quick

experiments and validation.

The dataset is publicly accessible through the official CIFAR website [83], but it can also

be accessed natively in PyTorch and TensorFlow.
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6.3 Experimental Design

This section pertains to the details of the experiments run for the image classification

problem. The experiments were designed to evaluate the impact the deconvolution layer

has on the performance of the adapted LeNet-5 architecture proposed above. We also

aim to estimate the different design strategies (for the deconvolution layer) as well as

replace multiple convolutional layers with deconvolution layers.

6.3.1 Experiment Setup

Network: The network to test the deconvolution layer’s performance on image

classification tasks is the adapted LeNet-5 architecture mentioned above. For the first

network, we replace only the first convolutional layer with a deconvolution layer. In the

second network, we replace the first and second convolutional layers with deconvolution

layers.

Optimiser: The Adam optimiser was used with a learning rate of 10−3 for all the

layers [63]. Different optimisers and learning rates are investigated in section 6.4.3.

Batch Size: The batch size for these experiments was set to 32. Different batch sizes

are investigated in section 6.4.3.

Loss Functions: The networks were trained using the Cross-Entropy Loss since this is

the standard loss for multi-class classification.

Epochs: Each experiment ran a total of 10 epochs over the entire dataset.

Datasets: The CIFAR-10 dataset was used to train and evaluate network performance

on image classification. The dataset consists of 60,000 images of 10 different classes.

Specifically, 50,000 images were used to train the network, and the other 10,000 images

were used to evaluate the network after every epoch. We chose CIFAR-10 for its balanced

complexity: it is challenging while still simple enough for quick experimentation and

validation.

Number of runs: Each experiment was run three times to ensure the reliability and

validity of the results generated by the experiments. Results are then reported as a mean

(and standard deviation where suitable).
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Implementation: The experiments were implemented using PyTorch [73].

Evaluation Metrics: The metric that was used to evaluate the performance of the

network is the prediction accuracy. This is calculated by dividing the number of correct

predictions by the number of total predictions. It is computed for both the training and

validation set separately after every epoch.

6.3.2 Testing Deconvolution Design Choices

On top of the network settings above, the different design choices that were previously

stated are tested exhaustively. The following strategies are covered:

• Four-factor: The impact of a four-factor deconvolution will be tested. This

experiment investigates whether having a layer that ensures spatial consistency is

beneficial when learning feature maps for image classification. It might also answer

whether having a filter kernel that covers more data inside the image would be

beneficial to an image classification problem.

• First Element Trainability: We investigate the impact of setting the first

element of each filter to trainable. Setting the element to trainable could allow

the network to learn more intricate mappings of inputs to feature maps. However,

it could lead to instability.

• Filter Bias: We investigate the effects that the bias term has on the DeNN’s

performance.

• Multiple Runs: Finally, each experiment will be run 3 times to assess the

consistency of the results. The mean and standard deviation, where applicable,

of the performance metrics will be presented.

6.3.3 Experimental Scenarios

To summarise the previous two sections, namely sections 6.3.1 and 6.3.2, the following

experiments are conducted:

• Convolution Layer Replacement: In this scenario, we take the LeNet-

5 architecture and systematically replace layers one by one to see how the
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deconvolution layer impacts performance.

• Deconvolution Design Strategies: In this scenario, the networks are also trained

using every possible permutation of the design strategies presented in section 6.3.2.

• Hyperparameter Sensitivity: In section 6.4.3, we explore the DeNN’s sensitivity

to changes in the hyperparameters.

• Layer Response: Next, we look at the deconvolution layer’s response to an

impulse and image input.

• Computational Resources: Lastly, we test the DeNN’s computational demand

by looking at GPU memory usage and training time. We compare these findings

to a CNN’s computational resource usage.

6.4 Results and Discussion

In this section, we present the results from the experiments on image classification in a

cohesive manner that shows links between experiments and the conclusions drawn from

the results. Note that all networks in this section were trained and evaluated using the

CIFAR-10 dataset. We use cross-entropy as the loss function and evaluate performance

based on the network’s accuracy on both the training and validation data subsets.

Section 6.4.1 investigates the deconvolution layer’s impact on image classification. This

is done by systematically replacing each convolutional layer with a deconvolution layer.

We evaluate every architecture variation to find the best configuration.

Section 6.4.2 presents the results of the experiments where the deconvolution design

strategies were varied. In this section, we evaluate every possible configuration of design

strategies to find which configuration achieves the best result in an image classification

task.

Similar to the experiments on SISR, we hypothesise that adding deconvolution layers

to a CNN architecture will increase the accuracy of the network on image classification.

Furthermore, our second hypothesis states that the design strategies will also increase

performance but may lead to overfitting of the training data.

Section 6.4.3 examines the deconvolution layer’s sensitivity to changes in

hyperparameters. In this section, we vary hyperparameters such as the number
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of filters, filter size, batch size, learning rate, and optimiser choice so that we can

understand which hyperparameters affect the deconvolution layer’s performance in

a significant way. In these experiments, the aim is to understand how different

hyperparameters affect the deconvolution layer.

Section 6.4.4 presents the deconvolution layer’s response to an impulse and image input.

We pass both an image and an impulse into the network as the input and present the

response of each filter. Additionally, we provide a rationale as to why the layer has

responded in this way.

Finally, in section 6.4.5 we compare the DeNN and CNN computational demand using

metrics such as training time and GPU memory usage (VRAM usage). On top of this

comparison, we also evaluate the computational resources that various design strategies

use.

6.4.1 Convolutional Layer Replacement

In this section, we present the results found in the experiments where the LeNet-5

architecture is altered by replacing convolutional layers with deconvolution layers. Note

that when we refer to network configurations such as D-C-C, the D indicates that the

first layer is a deconvolution layer. Subsequently, the two Cs indicate convolutional layers

for both the second and third layers.

Figure 6.3: Training and validation accuracy for image classification experiments where
convolutional layers are replaced.

Figure 6.3 illustrates the accuracy of networks with different layer compositions on both

the training and validation datasets during the training process. We can see that the
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Figure 6.4: Training and validation loss for image classification experiments where
convolutional layers are replaced.

D-C-C composition achieves the best accuracy for both the training and validation set.

It beats the original LeNet-5 network by 5%, which confirms that the deconvolution layer

is quite powerful for image classification. Moreover, the deconvolution neural networks

(DeNNs) manage to achieve better accuracy on the validation set when compared to

the training set. This indicates that the deconvolution layer is able to generalise well to

unseen data and does not over-fit the training data.

Similar to figure 6.3, figure 6.4 shows that the deconvolution layer is able to optimise the

loss to a lower value. This indicates that it is easier to optimise when incorporating a

combination of both convolutional and deconvolution layers.

An important observation to make is how the accuracy plot and the loss curve vary. This

can be attributed to factors such as random weight initialisation and random sampling

of the training dataset.

6.4.2 Design Strategy

In this section, we present the results found in the experiments for testing the impact

of different design strategies on image classification. Initially, experiments are run to

investigate the impact of the following strategies: four-factor deconvolution, first element

trainable, and adding a bias term to the network. We expect to see all three of these

strategies improving network performance. However, setting the first element to trainable

might result in the deconvolution operation being unstable, which could cause the output

of the layer to explode. The network accuracy for each of the design strategies is plotted
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below. Note that in this figure, B refers to Bias, FET refers to First Element Trainable,

and FF refers to Four-Factor Deconvolution.

Figure 6.5: Training and validation accuracy for image classification experiments
investigating the impact of design strategies.

Figure 6.5 shows the accuracy of all the design strategies during training. This result

indicates that our expectation and hypothesis are correct since the best training accuracy

is achieved by the network where all three of the design strategies are enabled. It is

quite interesting to note that there is a clear distinction between the networks that

have four-factor deconvolution enabled and those that do not. This strategy impacts

the performance the most, which indicates it is quite important to the success of the

deconvolution layer.

It is important to note that there are discrepancies between the training and validation

accuracy. For training accuracy, the network with all three strategies enabled performs the

best. However, in the validation accuracy plot, the four-factor and first-element trainable

combination overtakes this configuration in the final iteration of the dataset. This shows

that the former is prone to overfitting the data. Let’s examine the validation accuracy

plot between these two networks. We can see that the network with all strategies enabled

achieves a peak validation accuracy at the 6th epoch while the training accuracy continues

to improve after the epoch. This confirms that this network is overfitting the training

data. To reduce overfitting, one can employ regularisation and data augmentation;

however, this is out of the scope of this dissertation.

Figure 6.6 depicts a similar story to the one just presented above, where the network with

all strategies enabled achieves the lowest loss in training but suffers on the validation

data. As mentioned previously, there is some variation in the experiment. This can
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Figure 6.6: Training and validation loss for image classification experiments investigating
the impact of design strategies.

be largely attributed to the random weight initialisation and random sampling of the

training dataset.

6.4.3 Hyperparameter Sensitivity

Number of filters

In this section, we explore the deconvolution layer’s sensitivity to the number of filters.

We use a network configuration of D-C-C with four-factor deconvolution and bias enabled

while the first element is set to trainable. We assume that adding more filters will improve

the performance of the network. We tested the following numbers of filters: 3, 6, 12, 24.

The figure below plots the accuracy of all the networks with varying filter sizes on both

the training and validation sets.

Figure 6.7 confirms our assumption that increasing the number of filters improves the

accuracy of the network. This can be attributed to the fact that increasing the number

of filters also increases the number of trainable parameters, which enables the network

to learn more intricate and complex patterns in the data. If we look more closely at

the plots, we find that there is only a small increase in performance when going from 3

filters to 6 filters. However, when we look at the performance increase from 6 filters to 12

filters, we see a massive leap in performance. This could be attributed to the fact that

more filters are being added when jumping from 6 to 12 than from 3 to 6. Furthermore,

the network containing the 24-filter deconvolution layer does not see a large performance
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Figure 6.7: Training and validation accuracy for image classification experiments varying
number of filters.

jump over the 6-filter network. This could be attributed to the following reasons: the

ceiling of the current architecture has been reached, the subsequent layers in the network

are bottlenecking, or the network needs to be trained further as larger networks require

more steps in optimisation to converge.

Filter size

In this section, we investigate the network’s sensitivity to varying filter sizes. In these

experiments we investigate different filter sizes, namely, 3×3, 5×5, 7×7, and 9×9. Note

that the filter size stays consistent throughout the network, so the filter sizes are equal

in all three layers. We predict that a filter size of 3 will provide the best performance

since it has been used in several state-of-the-art architectures such as ResNet [77] and

VGG [76]. Furthermore, we expect the network’s performance to increase as the filter

size decreases.

Figure 6.8 plots the accuracy of the networks with varying filter sizes. Our prediction is

correct since we see that a filter size of 3× 3 yields the best performance. Furthermore,

we see that as the filter size is decreased the network performs better.
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Figure 6.8: Training and validation accuracy for image classification experiments varying
filter sizes.

Batch size

This section presents the results and discussion of the experiments where the batching size

is varied. These experiments are conducted to find the network’s sensitivity to variations

in batch sizes. In this experiment, we expect to see the network performance increase as

the batch size increases.

Figure 6.9: Training and validation accuracy for image classification experiments varying
batch sizes.

Figure 6.9 illustrates the network’s accuracy as the batch size is varied. The plot indicates

that our prediction is correct since the network accuracy increases as the batch size

increases. This is congruent with previous research [84] that found that increasing batch

size generally leads to increased network performance, but does vary on a case-by-case
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basis.

Learning Rate

In this section we investigate the effect that the learning rate has on the network’s

training. Originally we were using a learning rate of 1×10−3. Now we will investigate the

network’s accuracy after training with a learning rate of 1×10−2 and 1×10−4. We expect

the larger learning rate, 1 × 10−2 to yield a faster training optimisation and, therefore,

will get a higher accuracy after 10 iterations through the dataset. We also expect that

using a learning rate of 1× 10−4 will cause the network to converge a lot slower than the

two larger learning rates.

Figure 6.10: Training and validation accuracy for image classification experiments while
varying the learning rate.

Figure 6.10 shows that the smallest learning rate, 1×10−4, manages to achieve the highest

accuracy at almost 60%. A learning rate of 1 × 10−2 results in accuracy comparable to

random guessing. This indicates that the network struggles to train effectively at this high

learning rate, as the optimiser’s steps are excessively large, preventing loss optimisation.

The learning rate of 1× 10−4 yields the highest accuracy among the tested values.

The learning rate determines the size of the steps the optimiser takes while adjusting

the network’s weights during training. If the learning rate is too high, the optimiser

might overshoot the optimal weights, leading to poor convergence or even divergence.

Conversely, if it’s too low, the training process can become exceedingly slow, and the

network might get stuck in local minima. A learning rate of 1 × 10−4 appears to strike

the right balance for this particular network and dataset. It’s neither too large to cause
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instability nor too small to slow down the training. This allows the optimiser to efficiently

navigate the loss landscape and find a solution that offers the highest accuracy.

Furthermore, this result indicates that the loss landscape the deconvolution provides to

the network is quite sensitive to weight changes. This means that if it had to learn values,

even minor adjustments could lead to significant shifts in the network’s performance,

emphasising the importance of fine-tuning and careful weight initialisation for optimal

results.

Optimiser

This section presents the experiments conducted by varying the optimisation algorithm.

We use two different optimisation algorithms, namely Stochastic Gradient Descent (SGD)

and Adaptive moment estimation (Adam). Stochastic Gradient Descent is simple as

it just multiplies the learning rate by the gradients of the weights. Adam is more

sophisticated as it utilises both the first and second moments of the gradients. With these

characteristics, Adam will find an optimal solution. However, it is quite interesting to

note that a well-tuned learning rate for SGD can often beat Adam. In these experiments

we assume that Adam will optimise the network better than SGD since, in this case, we

have not fine-tuned the learning rate.

Figure 6.11: Training and validation accuracy for image classification experiments while
varying the optimisation algorithm.

Figure 6.11 clearly demonstrates that the Adam optimiser outperforms Stochastic

Gradient Descent (SGD) in terms of both training and validation accuracy. This result

is consistent with our assumption, which predicted that Adam would be more effective
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in optimising the network, especially when the learning rate is not fine-tuned.

Upon closer examination of the graph, it’s evident that the network trained with Adam

converges faster and achieves a higher accuracy compared to SGD. This can be attributed

to Adam’s momentum-based optimisation, which adjusts the learning rate for each

parameter based on a weighted sum of the previous gradients. This technique helps

Adam to navigate the loss landscape more efficiently and avoid potential pitfalls like

saddle points or local minima that might trap simpler optimisers like SGD.

Furthermore, Adam utilises both the first and second moments of the gradients, providing

it with a more stable optimisation. This enables Adam to make better updates to

the weights, leading to faster convergence. On the other hand, while SGD is a more

straightforward optimisation technique, its performance can be significantly enhanced

with a fine-tuned learning rate.

In conclusion, the results from figure 6.11 show the importance of choosing the right

optimisation algorithm for a given task. While Adam’s adaptability and sophisticated

optimisation make it a strong choice for many deep learning tasks, it’s essential to

remember that the effectiveness of an optimiser can be highly dependent on the specific

problem, network architecture, and dataset.

6.4.4 Deconvolution Layer Response

In this section, we investigate the deconvolution layer’s response to an impulse and an

image input (from the CIFAR-10 dataset). We use a network that we trained in a previous

experiment. Specifically, we use a network that consists of the D-C-C configuration with

four-factor deconvolution enabled, the first element set as non-trainable, and no bias

term.

Impulse Response

We begin this analysis by observing the layer output when an impulse is passed in as

the input. We expect the deconvolution layer’s response to have a different distribution

than the convolutional layer’s. Depending on the filter, the response could also have a

distribution that includes a wider range of values or a more concentrated distribution

around a point, showing the deconvolution layer’s versatility to learn unique features for
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each filter.

Figure 6.12: Distribution of the impulse responses for both the convolutional and
deconvolution layer when an impulse is given as the input.

Figure 6.12 shows the distribution of the impulse responses for both the convolutional and

deconvolution layers. We can see that the convolutional layer’s response has a narrower

distribution compared to most of the deconvolution layer’s responses. We also see more

variety in the deconvolution response distribution.

Figure 6.13: Magnitude of the impulse response of the deconvolution layer in the
frequency domain.

Figure 6.13 illustrates the frequency response of the deconvolution layer. We can see

that the first two filters amplify some frequencies significantly, whereas the other filters

amplify the frequencies quite evenly. It is important to note the symmetry found in all

the filter outputs. This can be attributed to the four-factor deconvolution that ensures a

zero-phase response.

Lastly, figure 6.14 shows the distribution of the phase of the deconvolution and

convolutional layers’ impulse responses. We can see that the deconvolution layer applies
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Figure 6.14: The distribution of the phase of the deconvolution and convolutional layer’s
impulse responses.

a zero-phase operation to the input since all the phases are found at either 0 or

±π indicating that the deconvolution does not add any phase to the response. It is

also important to note the contrast in the distribution between the convolutional and

deconvolution layer phases. We can see that the convolution has an even distribution

between −π and π whereas the deconvolution layer only has values at 0 or ±π. This

shows that the deconvolution layer does not introduce any phase shift to its output.

Image Response

We now examine the deconvolution layer’s response to an input image from the CIFAR-10

dataset. From this dataset we chose an image from the aeroplane class as these images

have a distinct shape, which makes it easier to see the object’s shape in the deconvolution

layer output. For the network in this observation, we use the network from the previous

section.

Figure 6.15: The deconvolution layer’s response to an aeroplane image.
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Figure 6.15 shows the deconvolution layer’s response to the aeroplane input image. From

filters 3, 4, 5, and 6, we can see that the deconvolution layer learns weights that accurately

extract the plane’s shape while suppressing elements from the background. Filter 1 shows

the result of learning sub-optimal filter weights. The filter amplifies frequencies, which

results in an unrecognisable image.

6.4.5 Computational Resources

In this section, we dive into the computational resource utilisation for the experiments

carried out in the previous sections. We assess computational utilisation on two different

metrics: training time and memory (VRAM) consumption. We also investigate the

impact of both network architecture and deconvolution design strategies on computational

demand. All networks were trained using the NVIDIA Tesla T4 GPU. This GPU has

16GB of GDDR6 memory with a bus width of 256 bits that is clocked at 1250Mhz. It

uses the TU104 graphics processor with 2560 CUDA cores [85].

Table 6.1: Computational Demand based on network architecture changes.
Architecture VRAM (%) VRAM (GB) Total time Time per epoch

C-C-C 9.11% 1.45 GB 3m 23s 20.3s
D-C-C 9.15% 1.46 GB 3m 34s 21.4s
D-D-C 9.17% 1.47 GB 3m 57s 23.7s
D-D-D 9.81% 1.57 GB 4m 40s 28.0s

Table 6.1 shows how the VRAM and training time change when the architecture is altered.

Total time and time per epoch refer to the training time in total and per epoch. VRAM

refers to the amount of GPU memory used during the training of the networks. We

assume the deconvolution layer consumes more VRAM and takes more time to train due

to it being more computationally complex (compared to the convolutional layer). The

table confirms this as we can see both the VRAM and training time increase as more

deconvolution layers are added. This increase in computational demand can be attributed

to the deconvolution operation having a higher complexity while also utilising an FFT.

The FFT is efficient; however, it requires a lot of memory to compute. PyTorch has to

store every tensor and its history. These added complexities lead to an increase in VRAM

usage and training time. Lastly, these results confirm that the deconvolution, although

more powerful on this classification task, requires more computational resources.

Table 6.2 shows how the VRAM and training time changes for different configurations of

design strategies. In this table, the abbreviations FF, FET, and B refer to Four-Factor,

First Element Trainable, and Bias, respectively. Similar to the previous experiment
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Table 6.2: Computational Demand based on Changes in Deconvolution Strategies.
FF FET B VRAM (%) VRAM (GB) Total time Time per epoch

9.15% 1.46 GB 3m 34s 21.4s
✓ 9.15% 1.46 GB 3m 35s 21.5s

✓ 9.15% 1.46 GB 3m 34s 21.4s
✓ ✓ 9.15% 1.46 GB 3m 38s 21.8s

✓ 9.15% 1.46 GB 3m 43s 22.3s
✓ ✓ 9.15% 1.46 GB 3m 42s 22.2s
✓ ✓ 9.15% 1.46 GB 3m 38s 21.8s
✓ ✓ ✓ 9.15% 1.46 GB 3m 47s 22.7s

we expect that as more design strategies are introduced, the VRAM consumption and

computation time will increase. Based on the results from table 6.2, we can see that the

training time increases as design strategies are included. Still, the VRAM consumption

remains the same throughout the experiments. The increase in training time shows that

the added complexities of the design strategies increase computation time and, therefore,

require more computational resources. It is especially interesting to note the jump in

training time when the four-factor deconvolution is added. Table 6.2 shows that the

four-factor deconvolution takes more time to compute. These results can be attributed

to the added operations, such as three more element-wise multiplications, reflections, and

shifts. This confirms that the deconvolution design strategies require more computational

resources while also providing better performance.

6.5 Conclusion

In this chapter we explored the deconvolution layer performance on an image classification

task. Our first set of experiments aimed to answer the question of which layer composition

produces the best performance for an image classification task. We used the LeNet-

5 architecture as a baseline and found that having a deconvolution layer preceded by

two convolutional layers achieved the best accuracy. Furthermore, this result does

not fully support our hypothesis that adding more deconvolution layer’s will produce

better performance. This is because we only see a performance increase when one

deconvolution layer is added. However, when more of the convolution layers are replace

with deconvolution layer’s it decreases network performance.

Next, we looked at the effect that certain deconvolution design strategies have on the

network’s performance on image classification. We found that having four-factor enabled,

first element set to trainable and bias enabled produced the best result on the training

88



6.5. CONCLUSION

set which supports our hypothesis that these design strategies will enhance the DeNN’s

performance. However, having all three of these design options enabled makes the network

susceptible to overfitting the training data. We found that turning off the bias term

alleviates this problem and achieves the best accuracy on the validation data. This

indicates that this configuration allows the network to generalise better to unseen data.

Subsequently, we tested the network’s sensitivity to changes in hyperparameters. We

changed the following hyperparameters: number of filters, filter size, batch size, learning

rate, and optimisation algorithm. We found that increasing the number of filters

improves their accuracy; however, the improvements start to diminish at around 24 filters.

Increasing the number of filters makes the network more prone to over-training. When

testing filter sizes, we found that a filter size of 3 × 3 achieves the best performance by

a margin of 10%. We also found that the network performance degrades as the filter

sizes are increased. With regard to batch size and learning rate, we found that a batch

size of 64 and a learning rate of 1 × 10−4 achieved the best result. Finally, the Adam

optimisation algorithm produced a better result than SGD. However, we believe that

with more training time, SGD will be able to outperform Adam.

The next section explored the deconvolution layer’s response to an impulse and to a

specific image input. By looking at the layer’s impulse response, we found that the

deconvolution layer can learn a filter with both a small number of parameters, similar to

a convolution filter, and a large effective spatial extent that a convolutional layer is unable

to learn. We also found that the deconvolution layer provides a symmetrical frequency

response across both axes, with zero phase. The deconvolution image response shows how

the layer is able to learn filters that extract the object from the background. However,

the filters are susceptible to learning weights that amplify frequencies excessively, which

generates sub-optimal features.

Finally, we compare the computational cost of the deconvolution layer against the

convolutional layer. We found that the deconvolution layer demands more computational

resources than the convolutional layer. We also investigated the impact that the different

deconvolution design strategies have on the computational resource requirements. We

found that as more strategies are enabled the computational cost increases, with the

four-factor strategy increasing the computational cost by the most.

In summary, the deconvolution layer has been shown to improve image classification

performance when integrated into a CNN. The layer offers multiple design strategies,

each able to enhance network performance. While promising in terms of accuracy,

the deconvolution layer demands slightly more computational resources when compared
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to traditional convolutional layers, thus making it important to balance performance

gains with these resource implications. This research sheds light on the advantages and

challenges posed by deconvolution layers, paving the way for future studies to delve

deeper into optimising its usage in varied applications. It also underlines the importance

of understanding layer responses and carefully selecting design strategies to harness the

layer’s full potential while mitigating issues like overfitting.
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Chapter 7

Conclusion

The objectives of this dissertation were to design and detail the deconvolution layer

architecture, test it on computer vision tasks such as SISR and image classification,

investigate the layer’s response to different inputs, and investigate the layer’s

computational resource demand. All these objectives tie together to answer the question

posed in the introduction:

”Is it possible to develop an alternative operation to convolution, specifically a frequency

domain deconvolution operation, that can be used as a backbone inside a neural network

for computer vision problems? And if so, how does this new approach compare in terms

of efficiency and accuracy to traditional CNNs?”

The dissertation begins with a background in deep learning and the deconvolution

operation. Chapter 2 starts with an overview of the convolution operation and then

dives into the CNNs, explaining their architecture, how they’re trained, as well as their

different applications. Next, it explains the deconvolution operation and its applications.

The next section of the chapter gives an overview of interpolation techniques. The final

section provides a background on concepts in PyTorch like autograd, tensors, and the

neural network module.

Chapter 3 provides an overview of previous work that is related to the research in this

dissertation. Initially, it details research conducted prior to the advent of deep learning

and then dives into work done on SISR using deep learning algorithms. Next, the chapter

provides an overview of image classification. The chapter speaks about work done prior

to deep learning then discusses research on classification using deep learning methods.

Lastly, the chapter investigates work done on image deconvolution where it presents work
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done both prior and after the advent of deep learning. This section highlights that typical

deep learning image deconvolution do not use a deconvolution and rather a convolution

operation.

In chapter 4 we complete the first objective by detailing the deconvolution layer

architecture that we have designed. This is done by motivating why using a deconvolution

operation is beneficial in deep learning. Furthermore, we present the FFT implementation

of the deconvolution layer which is followed by the details of each design strategy

implemented inside of it. Next, the chapter presents a one-dimensional application of

the deconvolution layer. This example helps solidify understanding while also showing

the deconvolution layer’s potential on a deep learning task. Finally, the chapter ends

with an overview of the experiments conducted in this dissertation.

In chapter 5, we test the deconvolution layer’s performance using two popular SISR

architectures: the SRCNN and the ESPCN. The experiments were designed to evaluate

the potential advantages of integrating the deconvolution layer into these architectures.

These experiments focused on employing different design strategies and hyperparameter

configurations. We found that while certain configurations, such as four-factor

deconvolution and padding, showed potential to improve the performance of the modified

network, they consistently fell short of the original SRCNN architecture. This showcases

the robustness of the SRCNN architecture for SISR tasks. We tested the deconvolution

layer’s hyperparameter sensitivity by integrating it into the ESPCN architecture and

varied hyperparameters such as the number of filters, filter size, and loss function choice.

We found that using the DCT or MSE loss function helped the ESPDeN achieve a better

result than the original ESPCN. Furthermore, we found that varying the filter size does

not affect network performance and increasing the number of filters leads to overfitting

to the training data. These insights shed light on the potential and ability that the

deconvolution layer has in SISR.

In chapter 6, we investigated the impact of the deconvolution layer on an image

classification task. This was done by running experiments testing different layer

configurations, different combinations of design strategies, and the deconvolution layer’s

sensitivity to change in hyperparameters. We found that if we use a combination of a

deconvolution layer followed by two convolutional layers, it achieves the highest accuracy.

This also shows that integrating a deconvolution layer into a CNN improves the CNN’s

performance and also outperforms the original CNN architecture. When testing different

design strategies, we found that activating four-factor deconvolution, including a bias

term, and setting the first element as trainable yields the best result on the training

data. However, this makes the network prone to overfitting. We discovered that if we
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remove the bias term, it reduces the network’s ability to overfit the training data and

increases the accuracy of the validation set. When exploring hyperparameter sensitivity,

we found that all hyperparameters affect the network’s performance. By tuning these

hyperparameters, one can improve the network’s accuracy substantially.

In the same chapter, we investigated the deconvolution layer’s response to an impulse

and image input. We found that the deconvolution layer is able to learn long-range filters

while still having the ability to learn filters similar to the convolutional layer. From the

image response, we found that the deconvolution layer manages to separate the object

from the background successfully.

In the final section of chapter 6, we investigate the deconvolution layer’s computational

demand. We found that the deconvolution layer requires slightly more computational

resources compared to the convolution. We explain this can be attributed to the increase

in complexity, compared to the convolutional layer, and the use of an FFT, which would

require more memory to compute.

To answer the main question of this dissertation: Firstly, we have managed

to develop an alternative layer to the convolutional layer that is based on frequency

domain deconvolution. By integrating deconvolution into CNNs, we found significant

improvements in the network’s accuracy on image classification. With regards to SISR,

we found specific network settings that allow a DeNN to outperform a CNN. However,

there is not a lot of evidence that supports the hypothesis that DeNNs are inherently

better than CNNs on an SISR task. In summary, the deconvolution layer does provide a

performance gain in image classification and, in some cases, for SISR. Still, it does come

at a slightly higher computational cost compared to traditional CNNs.

In conclusion, this dissertation aimed to comprehensively explore the potential of the

deconvolution layer as an alternative to the convolutional layer in computer vision tasks.

This was done through rigorous experimentation on image classification and SISR, where

we found the strengths and weaknesses of this novel deep learning layer. While the

deconvolution layer presented promising attributes, such as its ability to learn long-range

filters and separate objects from the rest of the image, it also highlights the efficiency and

resilience of established networks. As the field of deep learning evolves, it is imperative

to not only push the limits of existing architectures but also to innovate and experiment

with new approaches. The research and findings presented in this paper serve as the

foundation for new methodologies, emphasising the meticulous design, comprehensive

experimentation and continuous innovation in the rapidly evolving landscape that is deep

learning.
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Chapter 8

Recommendations for Future Work

This dissertation, while comprehensive, only scratches the surface of what is possible with

the deconvolution layer. Here are our recommendations for future work on this topic:

• Explore Other Computer Vision Tasks: We recommend exploring applications

beyond image classification and SISR. We recommend exploring applications

commonly tackled by CNNs. This can be object detection, image segmentation

and more.

• Generative Adversarial Networks: We suggest exploring how the

deconvolution layer impacts the performance of GANS, especially in SISR.

• Sensitivity to Regularisation: We also recommend exploring regularisation

techniques such as data augmentation and L1 regularisation to see how they affect

the network’s performance on seen and unseen data.

• Deconvolution-based Architectures: The architectures used in this dissertation

were adapted from CNN architectures. We suggest designing new architectures that

utilise the strengths of the deconvolution network.

• Optimised Implementation: We recommend refining the implementation for

better computational efficiency. This can propel its adoption in industry settings.

• Loss Functions for SISR: We recommend investigating different loss functions

for the DeNNs on SISR. This dissertation briefly touched on this. There is some

potential with frequency-based loss functions; however, we recommend looking into

an additional loss function called perceptual loss, which was introduced in [86].
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Appendix A

Additional Diagrams

Figure A.1: Flowchart of Deconvolution Layer.
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Appendix B

Source code

The source code for this project can be found at https://github.com/rashaad-meyer/

ml_masters_uct.
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